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Abstract—We present an algorithm for collision-free navigation of multiple flying robots in three-dimensional workspace. Our approach extends the model of a simple car to a simple-airplane, which has constraints on speed and steering angle and includes a configuration variable for the altitude. We use a locally optimal reciprocal collision avoidance scheme that computes the trajectory without any collisions or oscillations for each airplane independently. In addition, our algorithm explicitly considers the kinematic and dynamic constraints of a simple-airplane and uses the notion of variable reciprocity when choosing velocities to ensure that simple-airplanes that are less constrained take more responsibility for avoiding collisions. We test our approach in two simulations and compute collision-free and oscillation-free trajectories that satisfy the kinematic and dynamic constraints of each simple-airplane.

I. INTRODUCTION

Autonomous aircrafts and unmanned aerial vehicles (UAVs) are increasingly used for different applications including mobile surveillance, environmental monitoring, search and rescue, etc. As low-cost hardware and improved sensor technology becomes available, multiple vehicles are frequently used for tracking dynamic targets or providing three-dimensional coverage [1], [2], [3], [4].

In this paper, we consider the problem of collision-free navigation for multiple three-dimensional mobile robots flying in a three-dimensional workspace amongst dynamic obstacles. We use a simplified kinematic and dynamic model for each robot based on the two-dimensional simple car model [5], [6], [7], albeit without a reverse gear. Rather than fixing the speed [8] or altitude [9], we allow both these variables to vary continuously and refer to the resulting model as a simple-airplane.

There is extensive work on collision-free navigation and coordination amongst multiple robots. However, most of the prior methods are limited to two-dimensional robots moving in a plane or do not take into account the kinematic and dynamic constraints on their motion. Moreover, some methods focus on efficient task allocation or pre-compute the entire path of each robot, rather than perform dynamic collision avoidance and navigation.

Main results: We present a novel algorithm that computes collision-free and oscillation-free motion and satisfies kinematic and dynamic constraints. Moreover, we compute the trajectory of each simple-airplane independently and assume no centralized coordination.

Our approach extends the optimal reciprocal collision avoidance (ORCA) algorithm [10] to three-dimensional workspaces and uses that to perform local collision avoidance for each simple-airplane. Instead of distributing the load equally amongst the simple-airplanes for collision avoidance, we introduce the notion of variable reciprocity between different simple-airplanes. The basic idea is to allocate a higher responsibility to a simple-airplane that has fewer constraints in terms of choosing its velocity. We deal with kinematic and dynamic constraints by sampling the velocities from a reduced set of constraints. The remaining kinematic constraints are satisfied by enumerating a set of pre-computed curves that are defined by the configuration transition equation of the simple-airplane.

We test our approach in two simulations and compute collision-free and oscillation-free trajectories that satisfy the kinematic and dynamic constraints of each simple-airplane, even in the presence of dynamic obstacles.

Organization: The rest of this paper is organized as follows. In Section II, we give a brief overview of related work. We formally outline the model of a simple-airplane and its kinematic and dynamic constraints in Section III. In Section IV, we present the navigation algorithm that uses a three-dimensional collision-avoidance scheme and satisfies the constraints of a simple-airplane. We discuss our implementation and highlight the results in Section V.

II. PREVIOUS WORK

In this section, we summarize previous work in the areas of motion planning for cars and airplanes with kinematic and
dynamic constraints as well as relevant work on navigating multiple robots.

A. Planning Under Kinematic and Dynamic Constraints

Some of the earliest work on simplified cars with kinematic constraints appears in Dubins seminal work [11]. The Dubins car is restricted to forward motions with a fixed constant speed within a bounded turning radius. The Reeds-Shepp car [12] adds a reverse gear to the Dubins car. This was further explored in [13], [14]. A general model with variable speed in any direction subject to a maximum steering angle is presented in [5], [6]. This has been termed a simple car by [7] and forms the basis of our simple-airplane model.

The Dubins airplane [8] extends the Dubins car into three dimensions with the addition of a configuration variable for altitude. While its speed parallel to the ground remains constant, its rate of change of altitude may vary continuously. Other models for airplanes, for instance [9], choose to fix the altitude and allow the speed of the airplane to vary. It is far less common to allow the altitude as well as the speed to vary, particularly when navigating multiple airplanes or agents amongst each other.

B. Navigating Multiple Robots

Research in multiple airplane coordination and navigation has mainly concentrated on efficient task allocation, for example in [15], or air traffic control management [16], [17], rather than explicitly collision avoidance and local planning. However, there exists a large amount of work on collision-free navigation in a two-dimensional plane in the context of multiple agents or robots.

Many approaches consider other robots as passive moving obstacles [18], [19], [20], [21]. One of the most widely used concepts is that of a velocity obstacle (VO) [22], [23], which has also been used in part to navigate a single simulated helicopter [24]. Several variations of the VO formulation have also attempted to incorporate the reactive behavior of other robots [10], [25], [26], [27], [28], [29], [30], some of which take into account either kinematic or dynamic constraints.

Other approaches use follow-the-leader behavior for navigating the robots [31], [32], while there is a large body of research on centrally coordinating the motions of multiple robots, based on centralized methods [7].

III. The Simple-Airplane

In this section, we introduce the simple-airplane based on the simple car [5], [7] and Dubins airplane [8], define its kinematic and dynamic constraints, and introduce the notation used in the rest of the paper.

A. Kinematic Constraints

The simple-airplane, is a four-dimensional system with a configuration \( \mathbf{q} = (x, y, z, \theta) \) in the configuration space \( \mathcal{C} = \mathbb{R}^3 \times S^1 \), where \( x, y, \) and \( z \) are the coordinates of the origin of the simple-airplane and \( \theta \) is its orientation, or yaw, in the \( xy \)-plane relative to the \( x \)-axis. It follows that the simple-airplane

![Fig. 2. The simple car, on which the simple-airplane is based. The angle \( \theta \) is the orientation of the simple car, and the corresponding simple-airplane, in the \( xy \)-plane relative to the \( x \)-axis, and \( \phi \) is the steering angle. The \( z \)-coordinate is fixed for a simple car, but allowed to vary for a simple-airplane. Unlike the simple car, the simple-airplane does not have a reverse gear.](image-url)

is the simple car in \( \mathbb{R}^2 \times S^1 \), illustrated in Fig. 2, augmented with a configuration variable \( z \) for altitude. For simplicity, we ignore pitch and roll rotations and other disturbances.

We denote the steering angle of the simple-airplane as \( \phi \) with action variable \( u_\phi \), its speed (and action variable) parallel to the \( xy \)-plane is \( u_s \), and its speed parallel to the \( z \)-axis, or climb rate, as \( u_z \). For clarity we assume that the distance between the front and rear axles for the equivalent simple car in two dimensions is equal to 1. Therefore, the configuration transition equation \( \dot{\mathbf{q}} \) of the simple-airplane is given as

\[
\begin{align*}
\dot{x} &= u_s \cos \theta, \\
\dot{y} &= u_s \sin \theta, \\
\dot{z} &= u_z, \\
\dot{\theta} &= u_s \tan u_\phi.
\end{align*}
\]

Clearly, the system may control the speeds \( \dot{x} \) and \( \dot{y} \) and yaw rate \( \dot{\theta} \) independently from the climb rate \( \dot{z} \).

The speed \( u_s \in [u_s^{\min}, u_s^{\max}] \) and climb rate \( u_z \in [u_z^{\min}, u_z^{\max}] \) are bounded, as is the steering angle \( u_\phi \in [-\phi^{\max}, \phi^{\max}] \) for \( \phi^{\max} < \pi/2 \). Moreover, a simple-airplane cannot stop or travel in reverse, hence \( u_s^{\min} > 0 \) (unless, for instance, it represents a blimp or helicopter). We denote this region of allowable actions \( U = (u_s, u_z, u_\phi) \) as \( U \). The set \( V \) is defined to be the attainable velocities permitted by choosing an action in \( U \).

B. Dynamic Constraints

In addition to its kinematic constraints, the simple-airplane cannot instantaneously increase or decrease its speed or the climb rate arbitrarily fast, nor can it adjust its steering angle discontinuously. Therefore, following the example of [33], we add dynamic constraints \( \dot{u}_s \in [-a_s, a_s], \dot{u}_z \in [-a_z, a_z], \) and \( \dot{u}_\phi \in [-a_\phi, a_\phi] \). We informally denote this second set of constraints by \( U' \) and \( \dot{U} = (\dot{u}_s, \dot{u}_z, \dot{u}_\phi) \in U' \). Similarly, \( V' \) will be the accelerations that are permitted by \( U' \).

C. Reduced Constraints and Pre-Computed Curves

We use a two-stage approach to compute a velocity that satisfies these constraints, using a reduced set of constraints
\( \tilde{U} \) that are easier to calculate, and a set of curves \( \Gamma \), that may be pre-computed as a preprocess before navigation or simulation commences. In the case of \( \tilde{U} \), we consider a window of time \( \tau \) and define the set of actions at time \( t + \tau \) based on the state of the simple-airplane at time \( t \) as

\[
\tilde{U}(t + \tau) = U \cap \{ u \mid u = u(t) \oplus \tau \cdot U' \}.
\]

The region \( \tilde{V} \) to which this corresponds is shown in Fig. 5. While \( \tilde{U} \) depends on the time variable \( t \) and must be calculated at each time step, the set \( \Gamma \) needs to be computed only once. Each curve \( \gamma(u) \) in \( \Gamma \) corresponds to the path taken when the simple-airplane performs action \( u \) for time \( \tau \), and we populate the set by uniformly sampling the range of valid values for each of \( u_x, u_z, \) and \( u_\phi \). For each combination of these three variables, we calculate the values \( \dot{x}, \dot{y}, \dot{z}, \) and \( \dot{\theta} \) by substituting directly into the configuration transition equation, denoted \( \dot{q} \). The change in velocity \( \Delta v_\gamma \) of the simple-airplane between the start and the end of the curve \( \gamma \) is pre-calculated and used in the last stage of our algorithm. We pre-calculate about \( 10^5 \) curves.

D. Reciprocity Factor

Intuitively, a simple-airplane that has a larger space of attainable velocities \( \tilde{V} \), and is therefore less constrained in terms of deviating from its current path, plays a larger role in terms of taking more responsibility for avoiding a collision than a simple-airplane that has a small choice of possible velocities. We refer to this property as variable reciprocity, and define the reciprocity factor \( \alpha \in [0, 1] \) as a measure of the amount of responsibility a simple-airplane will take to avoid another simple-airplane. A high value of \( \alpha \) denotes that a simple-airplane is less constrained and is able to take a large amount of responsibility for avoiding a collision, a low value represents the opposite. The sum of reciprocity factors \( \alpha \) for any two simple-airplanes should always equal 1.

E. Preferred Velocity

During each time step, we use the notion of preferred velocity for each simple-airplane \( v^{pref} \). This velocity is either directed towards the final goal position of the simple-airplane or maybe computed using a static roadmap when the environment consists of static obstacles. This velocity may not satisfy the kinematic and dynamic constraints, but is used as an initial guiding velocity in our algorithm for calculating a velocity that indeed satisfies the constraints.

IV. Navigation in 3D Workspace Under Kinematic and Dynamic Constraints

In this section, we outline our approach for navigating multiple simple-airplanes, by extending the concept of velocity obstacles (VO) [22] into three dimensions and performing optimal reciprocal collision avoidance (ORCA) [10]. We describe how to incorporate an initially reduced, but easily calculated, set of kinematic and dynamic constraints when choosing a velocity using ORCA, and how to deal with the remainder of the constraints by enumerating a set of pre-computed curves that are defined by the same constraints. We also use variable reciprocity to ensure that simple-airplanes that are less constrained take more responsibility for avoiding collisions.

A. Overall Approach

The schematic diagram in Fig. 3 outlines our overall approach. In the first stage, the simple-airplane acquires its own position and velocity, and those of surrounding simple-airplanes. It also estimates the kinematic and dynamic constraints of the surrounding simple-airplanes based on their prior motion.

Next, the set of velocities \( \tilde{V} \), which correspond to a reduced set of kinematic and dynamic constraints, are calculated for each simple-airplane. Separately, the simple-
airplane also calculates its preferred velocity \( \mathbf{v}^{\text{pref}} \) as defined in Subsection III-D. Meanwhile, the VO for the simple-airplane induced by the other simple-airplanes in a window of time \( \tau \) are constructed.

Using the sets \( \tilde{V} \), the reciprocity factor \( \alpha \) for the simple-airplane with respect to each other simple-airplane may be calculated, followed by the permitted velocities ORCA for the simple-airplane defined by ORCA for a window of time \( \tau \). The velocities \( \tilde{v}^* \) closest to \( \mathbf{v}^{\text{pref}} \) that lie within \( \tilde{V} \cap \text{ORCA} \) are then selected by sampling \( \tilde{V} \), and they are ranked by shortest Euclidean distance, in the velocity space, from the preferred velocity. More precisely, if a velocity \( \tilde{v}^*_i \) is ranked at position \( i \) then
\[
||\tilde{v}^*_i - \mathbf{v}^{\text{pref}}||_2 \leq ||\tilde{v}^*_j - \mathbf{v}^{\text{pref}}||_2 \text{ for all } j > i.
\]

Finally, the remaining kinematic constraints that are not used in the calculation of \( \tilde{V} \) are satisfied by enumerating the set of pre-computed curves \( \Gamma \), a subset of all valid paths defined by those constraints. If the first ranked velocity \( \tilde{v}^* \) (or one within a small threshold) can be attained by taking a path defined by a curve \( \gamma \in \Gamma \), then that velocity is valid and the simple-airplane takes that path. Otherwise it tests the next ranked \( \tilde{v}^* \) against the curves \( \Gamma \) and so on, until a match is found.

**B. Velocity Obstacles**

The concept of a velocity obstacle (VO) was originally introduced for navigating a circular robot amongst multiple moving obstacles in two dimensions by [22]. We extend that notion to define a three-dimensional formulation for convex polytopes in the following manner.

Let \( A \) be a simple-airplane and let \( B \) be an obstacle moving in the space \( \mathbb{R}^3 \). We deem \( A \) and \( B \) to have collided if their convex hulls intersect. This is a conservative and sufficient condition, and we use it because it simplifies the derivation. Referring to Fig. 4(a), let \( \mathbf{p}_A \) and \( \mathbf{p}_B \) denote the current positions of the reference points of the convex hulls of \( A \) and \( B \), respectively, and let \( \mathbf{v}_B \) be the velocity of moving obstacle \( B \). It follows that the VO for simple-airplane \( A \) induced by moving obstacle \( B \) for the window of time \( \tau \), written \( VO^\tau_{A|B} \), is the set of all velocities of \( A \) that will cause a collision between \( A \) and \( B \) at some moment before time \( \tau \), assuming that \( B \) maintains its velocity \( \mathbf{v}_B \).

More precisely, let \( A \oplus B = \{a + b \mid a \in CH(A), b \in CH(B)\} \) be the Minkowski sum of the convex hulls of two simple-airplanes \( A \) and \( B \), and let \( \lambda(B) = \{a \mid a \in CH(A)\} \) denote the convex hull of \( A \) reflected in its reference point. Moreover, let
\[
\lambda^\tau(p, v) = \{p + tv | t \in [0, \tau]\}
\]
be a ray starting at position \( p \) with direction \( v \). It follows that
\[
VO^\tau_{A|B} = \{v \mid \lambda^\tau(p_A, v - v_B) \cap B \oplus -A \neq \emptyset\}.
\]

By definition, if the simple-airplane \( A \) selects a velocity inside the region \( VO^\tau_{A|B} \), shown in Fig. 4(b), then it may potentially collide with moving obstacle \( B \) at some future point in time before \( \tau \). If the velocity chosen is outside \( VO^\tau_{A|B} \), then we have a sufficient condition for no such collision within the time interval \([0, \tau]\). The principle of velocity obstacles may therefore be used to navigate a single simple-airplane in the presence of multiple moving obstacles without collisions by having it select a velocity during each time step that is outside the union of all VO induced by the dynamic obstacles [22], [27]. Note that choosing a velocity on the boundary of the VO may result in the simple-airplane and dynamic obstacle grazing each other, which is undesirable for airplanes. Hence, this is explicitly avoided.

Unfortunately, the direct use of VO proves less than satisfactory when navigating multiple simple-airplanes amongst each other. Rather than passive moving obstacles, each of the simple-airplanes is an active decision-making entity and similarly adjusts its velocity with respect to the environment. Hence, for any pair of simple-airplanes, when each chooses a new velocity outside the VO of the other, their previous velocities become valid with respect to the VO of the new velocities. This causes undesirable oscillations that the simple-airplanes may be unable to resolve [28].

**C. Optimal Reciprocal Collision Avoidance**

To incorporate the reactive behavior of simple-airplanes with respect to each other and avoid oscillations, we use the
optimal reciprocal collision avoidance (ORCA) algorithm introduced in [10]. The set of permitted velocities for ORCA are defined geometrically as follows.

Let simple-airplanes $A$ and $B$ have velocities $v_A$ and $v_B$, respectively, and let the velocity obstacle of $A$ induced by $B$ for the window of time $\tau$ be $VO_{A|B}^{\tau}$. Moreover, let the relative velocity $v_A - v_B$ be in $VO_{A|B}^{\tau}$, from which it follows that $A$ and $B$ will collide at some point in time before $\tau$ if they maintain their current velocities. Let $w$ be the vector from $v_A - v_B$ to the closest point of the boundary of the velocity obstacle $\partial VO_{A|B}^{\tau}$, as indicated in Fig. 4(c), such that

$$w = ( \arg\min_{v \in \partial VO_{A|B}^{\tau}} \| v - (v_A - v_B) \|_2) - (v_A - v_B),$$

and let $n$ be the outward normal of $\partial VO_{A|B}^{\tau}$ at the point $v_A - v_B + w$. It follows that $w$ is the smallest change to the relative velocity $v_A - v_B$ that will provide a sufficient condition for no collision during the window of time $\tau$. In order to allow the two simple-airplanes to share the responsibility for avoiding a collision, we let $A$ adjust its velocity by $\alpha w$, for the given reciprocity factor $\alpha \in [0, 1]$, as defined in Section III, with the assumption that $B$ takes care of the remaining fraction $1 - \alpha$. It follows that the set of permitted velocities for a simple-airplane $A$ induced by simple-airplane $B$ for the window of time $\tau$, denoted $ORCA_{A|B}^{\tau,\alpha}$, is the half-space in the direction of $n$ starting at the point $v_A + \alpha w$. Formally, the definition is

$$ORCA_{A|B}^{\tau,\alpha} = \{ v | (v - (v_A + \alpha w)) \cdot n \geq 0 \}.$$

The value of $\alpha = \frac{1}{3}$ used by [10] prescribes that $A$ and $B$ take equal responsibility. It is important to note that while $VO_{A|B}^{\tau}$ contains velocities that will cause a collision in the window of time $\tau$, the velocities within $ORCA_{A|B}^{\tau,\alpha}$ are those which are collision-free for time $\tau$.

D. Kinematic and Dynamic Constraints

The velocities reachable during a window of time $\tau$ are restricted by the kinematic and dynamic constraints of the simple-airplane. Recalling the definition in Subsection III-C, we initially consider a reduced set of kinematic and dynamic constraints $\tilde{U}$ with velocities $\tilde{V}$ when choosing from the set of permitted velocities in $ORCA_{A|B}^{\tau,\alpha}$ (see Fig. 5). The attainable velocities that are permitted by optimal reciprocal collision avoidance are therefore $\tilde{V}_A \cap ORCA_{A|B}^{\tau,\alpha}$.

Before taking velocity samples from $\tilde{V}_A \cap ORCA_{A|B}^{\tau,\alpha}$, we first need to choose a value for the reciprocity factor $\alpha$. This is based on the relative volumes in velocity space of the regions $\tilde{V}_A$ and $\tilde{V}_B$ of the simple-airplanes $A$ and $B$. The larger the volume of the region for each airplane, the less constrained it is when choosing its next velocity. Hence,

$$\alpha = \frac{\text{vol} \tilde{V}_A}{(\text{vol} \tilde{V}_A + \text{vol} \tilde{V}_B)}.$$

In the unlikely event that both $\text{vol} \tilde{V}_A$ and $\text{vol} \tilde{V}_B$ are zero, then both of the simple-airplanes are entirely constrained. This renders any calculation of $\tilde{V}_A \cap ORCA_{A|B}^{\tau,\alpha}$ meaningless as there is only one velocity that each simple-airplane can take regardless of the value of $\alpha$. Therefore, this does not affect our definition of the reciprocity factor $\alpha$. Since $\alpha$ is completely defined by $\tilde{V}_A$ and $\tilde{V}_B$, the notation for the attainable velocities permitted by the optimal reciprocal collision avoidance strategy may be simplified to $\tilde{V}_A \cap ORCA_{A|B}^{\tau,\alpha}$.

E. Local Planning

After choosing the velocities $\tilde{v}^*$ from $\tilde{U}_A \cap ORCA_{A|B}^{\tau,\alpha}$ and ranking them with respect to the least Euclidean distance from the preferred velocity $v_{\text{pred}}$, the final task is to satisfy the remaining kinematic constraints not in $\tilde{U}_A$. We use the set of pre-computed curves $\Gamma$, defined in Subsection III-C, and enumerate each curve $\gamma \in \Gamma$ comparing the velocity $v(t) + \Delta v_\gamma$ obtained at the end of the curve with our highest ranked velocity $\tilde{v}^*$. If there exists a curve $\gamma$ that allows $\tilde{v}^*$, or a velocity sufficiently close to $\tilde{v}^*$ in velocity space, to be attained, then the velocity is valid and the simple-airplane chooses that path to make collision-free progress towards its goal. If not, we select the next ranked velocity and repeat the process, continuing until we find a valid combination of velocity $\tilde{v}^*$ and path $\gamma$. 3978
Fig. 6. The traces of the simulated simple-airplanes in the sphere scenario (a) and the dynamic obstacle scenario (b) for the $xy$-plane (top) and the $xz$-plane (bottom). The positions of the simple-airplanes every 10 time steps are shown with a disc. Later positions are drawn on top of earlier positions. The trajectory of each simple-airplane is denoted by a different color, with the red discs in (b) corresponding to the trajectory of the dynamic obstacle.

V. IMPLEMENTATION AND SIMULATION

In this section, we describe our implementation of the approach presented above and report simulated results from several scenarios.

A. Implementation Details

We implemented our approach as a C++ framework on a 2.53 GHz Intel Core 2 Duo dual-core processor with 4 GiB of memory running the Mac OS X 10.6 Snow Leopard operating system. The calculations for each individual simple-airplane were performed in separate parallel processes using Grand Central Dispatch, a programming model and runtime architecture for multi-core computing in Snow Leopard.

B. Simulated Results

The scenarios that we simulated were as follows.

- **Sphere**: Simple-airplanes are placed at points on an imaginary sphere. Their goals are to navigate to a point on the opposite side of the sphere. The simple-airplanes will meet and have to negotiate around each other towards the middle of the sphere.

- **Dynamic obstacle**: One or more dynamic obstacles travel at a constant velocity across the environment. The simple-airplanes have to cross the path of the obstacles to reach their goals, while avoiding collisions.

We assume that each simple-airplane has full knowledge of the kinematic and dynamic constraints of the other simple-airplanes, and can easily identify a dynamic obstacle from a cooperating simple-airplane.

Traces of four simple-airplanes for the sphere scenario are shown in Fig. 6(a). The paths computed by the simple-airplanes are collision-free and contain no oscillations. They are smooth and direct, with no sudden changes in direction that would indicate that kinematic constraints have been violated. Moreover, the simple-airplanes are not restricted to a fixed plane and change altitude where necessary, clearly using the positions and velocities of the other simple-airplanes to plan their path.

In Fig. 6(b), the dynamic obstacle scenario demonstrates that our approach can deal with an entity that is entirely constrained and unable, or unwilling, to adjust its motion due to the proximity of simple-airplanes. Here, the three simple-airplanes detect that the region of attainable velocities of the single dynamic obstacle is a point and of zero volume, therefore naturally obtaining a reciprocity factor of $\alpha = 1$, which corresponds to taking full responsibility for avoiding a collision, without requiring the addition of a special case to our formulation. The dynamic obstacle nominally has a reciprocity factor $\alpha = 0$, indicating that it takes no responsibility for avoiding the simple-airplane.

Videos of expanded versions of the sphere scenario with sixteen simple-airplanes and the dynamic obstacle scenario with twelve simple-airplanes and four dynamic obstacles, as shown in Fig. 1, are available at http://gamma.cs.unc.edu/S-AIRPLANE/ and via http://www.youtube.com/gammaunc.

VI. LIMITATIONS AND CONCLUSIONS

In this paper, we have introduced the simple-airplane and presented an extension of the optimal reciprocal collision avoidance (ORCA) algorithm in three dimensions to allow multiple simple-airplanes to navigate amongst each other. In practice, our approach is able to generate collision-free and oscillation-free paths that satisfy the underlying kinematic and dynamic constraints.
Key features of our algorithm are the consideration of most kinematic and dynamic constraints of the simple-airplane when choosing a velocity from within the permitted velocities provided by the ORCA algorithm and the enumeration of pre-computed curves to confirm that the new velocity meets all remaining kinematic constraints. We also account for reciprocity in our formulation to prevent undesirable oscillations, and by incorporating kinematic and dynamic constraints, the idea of variable reciprocity is introduced to ensure that simple-airplanes that are less constrained take more responsibility for avoiding collisions. Moreover, the simple-airplanes are restricted to neither constant speed nor fixed altitude as is the case in many approaches.

Our current implementation ignores both roll and pitch of airplanes, but in principle, we can easily extend it to add extra kinematic constraints. We also ignore some external factors such as wind and drag, which may influence the paths chosen by the simple-airplane. Furthermore, we currently assume that each simple-airplane has perfect sensing. We could potentially use the approach of [34] to incorporate uncertainty in position and velocity.

While our formulation is capable of handling moving obstacles, we do not consider static obstacles and the resulting complex environments, containing, for instance, buildings or higher terrain. We would also need to add to our approach a global planner to direct the simple-airplanes to their goals.

Given that each simple-airplane essentially plans its path independently, by only observing other simple-airplanes and dynamic obstacles, there is opportunity to further exploit the parallel nature of this approach by performing some calculations on a GPU, possibly using the OpenCL API. Another possibility would be a decentralized approach for the navigation of real flying robots such as a Blimpduino blimp [2] or Mikrokopter quadrotor helicopter [4].
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