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Abstract— This paper presents an adaptive and decentralized
robotic cooperation algorithm for controlling the mobile sensors
to form a chained network and maintaining the communication
links. A single-layer and double-layer chain tethering algo-
rithms are developed for exploring the open and constrained
environments by mobile robots. A comprehensive metric for
finding the optimal communication range is introduced. With
the measurements, mobile robots could be organized into an
optimal chained form for tethering. The tethering algorithm
could detect the failed nodes and reconfigure the system. It
offers an adaptive solution to broken communication links.

I. INTRODUCTIOIN

Recently, the advancement of technology has acceler-

ated the application of wireless sensor networks. Moreover,

mobile sensor networks are attracting more attentions due

to their advantage of mobility and adaptability in com-

plicated environments. Their wide applications cover bat-

tlefield surveillance, rescue operations [1], exploration of

special environments [2], [3], and even robotic soccer games

[4]. Additionally, mobile sensor network could do tethering

in constrained environments. When mobile robots are de-

ployed in an unknown environment without preconfigured

infrastructure, they organize into a network by commu-

nication. Compared with static wireless sensor networks,

mobile robots could adjust their movements according to

the variance of environments, in order to maintain the

communication links between sensor nodes. This mobility

could increase the flexibility of the network formation.

The goal of mobile sensor network tethering is not only

organizing and maintaining the communication links, but

also could maximize the end-to-end distance in constrained

environments. Especially for some narrow regions or special

terrain, this tethering performs better than traditional mobile

sensor network deployment.

There are many different types of network topology and

among those the mesh network is more reliable. However

in constrained environments, it appears some drawbacks

such as high redundancy and costly expense. It is better

that mobile sensor network could maximize the end-to-end

communication distance with minimal numbers of robots.

Thus chained form network suitably works for this situation.

Fig. 1(a) shows a scenario that a single-layer chained network

is set up in a natural setting which includes mountains and
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lakes. The mobile robots try to maximize their end-to-end

communication distance according to the constraints around.

End devices in the network could communicate with others

even they are out of sight. However, the single-layer chain

tethering has a fatal problem. By means of leader-follower

strategy to control the movement of robots, if one or some

robots in the single-layer chain are lost due to the factor of

node broken or other factors, the network would be totally

separated. A solution to this problem is double-layer chain

tethering, as Fig. 1(b) shows. It offers a more robust solution

to network tethering problem. If one of the robots is failed,

the others can still be in touch with other robots and end

devices in the network. Since providing connectivity of the

networks through the relay is more significant in an unknown

environment, we mainly work on how to control the mobile

robots to organize an optimal network in a flexible formation.

 

(a) Single-layer chain teth-
ering

(b) Double-layer chain tethering

Fig. 1. Chained structure mobile sensor network

There are three major problems need to be addressed for

developing the tethering algorithm. First is the challenge

from the estimation of communication link quality. Second

is the network architecture. Third is the control strategy for

network tethering.

Communication link estimation is critical in maintaining

the mobile sensor network. It is always expected that the

network could be optimally organized with maximum com-

munication range of each mobile robot. However, the max-

imum communication range is highly relying on the exact

estimation on communication link quality. Many approaches

for estimating the communication link quality have been con-

sidered, i.e. Signal-to-noise ratio (SNR), throughput, Packet

Loss rate (PLR), Link Quality Indicator (LQI) and Received

Signal Strength Indicator (RSSI), etc. The choice should be

compared with all their advantages and disadvantages, and

considered the convenience and efficiency for installing and

employment existing devices.

The critical parameters achieved from communication link

estimation could help building the model of chained form
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network. Each transmitting node has a larger interference

range and a smaller communication range. When developing

the communication program for chained form network teth-

ering, the node sequence of transmitting needs to be analyzed

carefully in case of the interference from other transmitting

node. Different situations of communication collision in

MAC layer are considered in the round in this paper.

The mobile robots aim to optimally maintain the com-

munication links and cover the communication gaps in

the network. The leader-follower strategy could control the

autonomous robots to explore a certain environment in a

chained formation. When leader robot is requested to explore

the unknown environment, its follower would decide the

next position according to the movement of leader robot and

current environment. Every node follows its leader(s) in a

decentralized way and the chained form network could move

in a curving trajectory with an ideal layout.

II. RELATED WORK

There has been considerable works in studying the es-

timation of communication link quality and multi-robot

cooperative control. And some graphic theoretic concepts

and chained form structure in robot control algorithms are

drawing many attentions in recent years.

Since in some special RF environment, position based

chained solutions are not possible respond to changes. Thus

some approaches to maintain communication chain based on

link quality estimations were developed. Based on Shannon-

Hartley theory, the capacity of communication links are

proportional to SNR. Dixon and Frew employed SNR of

the individual communication channels to form an opti-

mal communication chain of robotic relays [5]. Extremum

Seeking (ES) control algorithm was presented to drive the

team of robots to optimal locations with local measures of

SNR [6]. In their work, SNR was used as input into the

ES control system to improve and maintain communication

performance. Apart from using SNR to evaluate link quality,

researchers adopted Received Signal Strength to assess the

quality of connectivity in multi-robot system. Though RSSI

is varying and bad for localization, this variation can be

used to leverage network repair precisely. Luthy et al. used

RSSI measurements for simple navigation and placement by

mobile nodes [7]. Besides, Packet Loss rate also can serve as

a metric to reflect the performance of communication links.

Graph theoretic concepts for mobile robots deployment

have been taken much attention recently. In [8], a scalable

graph model for decentralized control of mobile robots was

discussed. Some graph theoretic concepts were also used in

[9]. In [10], an optimal deployment layout of nodes was

found. Equilateral triangulation was proven to be the optimal

layout to provide the maximum no-gap coverage. Das et

al. defined a directed graph which was used to control the

formation of a group of mobile robots [11]. After electing

the leader of the group, robots used sensory information to

establish their neighbors and construct a spanning tree rooted

at the leader. A default control graph was established by the

spanning tree, and it was adapted and refined depending on

the shape of the formation and environmental conditions.

Chained form formation can be used to maximize the

end-to-end throughput using a cooperative team of mobile

robotic relays. In [5], an optimal communication chain with

one-layer structure was defined to maximize the end-to-end

throughput while allowing the end nodes of the chain to

moving independently. The performance of communication

chain was directly influenced by the motion and location of

the mobile relay within the network. In [11], a set of algo-

rithms were presented that allowed a group of mobile robots

to organize them into a specified formation. In this work,

a double-layer chained structure was mentioned to verify

the stability of the control graph. Virtual potential theory

has been developed for avoiding obstacles and collision of

robots when controlling a robot. Also virtual forces affect

the movement of each robot. Such collection can be found

in [12], [8], [10].

III. COMMUNICATION AND NETWORKING OF

CHAINED FORM TETHERING

In this section, we briefly introduce the estimation of

communication link quality. According to the critical param-

eters we obtain from the estimation, a link quality model

could be defined. Based on the model, network architecture

is defined and MAC layer collisions in different situations

are considered, in order to avoid communication interference

during transmitting.

A. Communication Link Quality Estimation

The analysis of three metrics: RSSI, throughput and PLR,

and their related effects on estimating the communication

link quality are introduced in this part.

1) RSSI: In wireless communication area, RSSI is a

measurement of the power presents in a received radio signal.

It uses average power to calculate its value, therefore RSSI

can be adopted as a metric to evaluate the link quality. RSSI

measurement from mobile sensor networks could be directly

acquired using existing network devices in IEEE 802.11

protocol. The RSSI measurement is monotonic decreasing

with increase of distance between two transmitters. However

in mobile sensor networks, the RSSI measurement is prone

to be affected by surrounding environments and some factors

from robot itself. So some specialties like mobility and

position uncertainty should be considered before putting

sensor networks into effect.

2) Throughput: Throughput as a conventional metric in

communication network reflects the performance of commu-

nication capacity [13]. If a robot moves into a ”gray zone”

[14] or extremely noisy area, although the RSSI measure-

ments could decay by a small value, the link is broken

possibly. There exists a point from where the communication

link start decaying. However, RSSI can’t point out this

critical point. Throughput is a good monitor to estimate this

saturation point of a link. So it is prone to be accepted

as a complement for the evaluation of communication link

quality.
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3) PLR: PLR is a real-time detector to estimate the

threshold of network health status. It can directly illustrate

communication link quality in wireless network. However in

real experiments, the cutoff area of communication link is so

narrow that the robots could not respond to actions in time.

Thus, PLR is not suitable to be a feedback for controlling

the robotic team, but fit for detecting the cutoff area in a

communication link.

4) Summary: RSSI is suitable for evaluating the com-

munication link quality. Meanwhile, throughput could be a

generator for providing the threshold for stable transmission.

Similarly, PLR shows where the communication cutoff point

exists. If the distance is beyond cutoff value, the connection

between neighbors could be easily broken. The relation

between the critical points is shown in Fig. 2. As long as

the mobile robot stays in a circle with the radius less than

saturation value (robot A and B are within the inner circle),

then the communication links could retain connectivity; if

the robot moves out of the inner circle (robot A and C are

within the outer circle), it still has the ability to exchange

data with neighbors but the throughput would sharply fading;

if two neighbors are far beyond their saturation point, even

out of cutoff value (robot D is beyond outer circle), then

they will totally lose connection. Such critical points should

be calculated precisely in different environments due to their

variance in diverse situations.

Fig. 2. The impact of distance on communication link quality

Motivated by the connectivity in multi-robot team [9], we

define the quality of communication link between one-hop

neighbor Ri and R j as a continuous value, which is denoted

by improved RSSI measurements. The link quality is set to

be:

ψi j ,























∆i j, ‖pi j‖ < ρ

0, ‖pi j‖ > R

exp[
−5(‖pi j‖−ρ)

R−ρ
], otherwise

(1)

where pi j is the improved RSSI value between robot Ri

and R j, ρ means a saturation RSSI measurement where the

communication link quality between neighbor robots does

not change even if they get closer to each other and R

means the cutoff RSSI measurement which could guarantee

the link connection. Nevertheless different from the idea in

[9], we define ∆ as a variant which describes the degree of

the connectivity of neighbors.

B. Networking

Mobile sensor networks are battery operated, so a low

power consuming MAC protocol would enable a successful

operation of the networks. There are many works talk-

ing about adopting MAC protocol to avoid communication

collisions and overhearing, such as S-MAC [15], B-MAC

[16] and etc. S-MAC protocol aimed to reduce energy

consumption and fault rates with periodic sleep. However,

it existed the trade-off between fairness/latency and energy.

B-MAC protocol combined several advantages from previous

work and resolved the trade-off problems. Currently, B-

MAC protocol is often considered as the default WSN

MAC protocol. Thus, our network protocol is inspired by

such existing protocols. In order to avoid hidden terminal

problem and exposed terminal problem, our double-layer

chained network adopts time sharing method to arrange the

sequence of transmitting. In each time slot, only one node

can transmit data to neighbors, except two transmitting nodes

are beyond their interference range. An appropriate MAC

protocol ensures the communication working in the low fault

rate.

With the help of communication link quality estimator, our

decentralized control algorithm could organize the mobile

sensors to form an optimal layout. Fig. 3 shows the final

layout of a double-layer chain tethering with mobile nodes.

Fig. 3. Redundancy in double-layer chain communication

The message is broadcasted in this cascaded triangle, each

neighbor of the transmitter could receive the message. In our

design, we assume that the message is always transmitted

from node(n) to node(n+m) or node(n−m), in which direction

depends on the location of end devices. As Fig. 3 shows,

when node(n) detects an event happening, it originates a

message M to its neighbors, node(n−1) and (n−2). Aiming

to transmit M to the end device near node(n − 7), the

process continues round by round. Except for the initial

transmission by node(n), all nodes receive two copies of M

from two different followers. So next, node(n − 1) forwards

M to its leaders, node(n − 2) and (n − 3). Because of the

structure of double-layer chain, node(n−2) receives M twice,

which provides dual data redundancy. It is known that data

redundancy could be a main factor results in low efficiency in

sensor network. However, it is necessary for fault tolerance

in double-layer chain network.

In this double-layer chained network, when one node is

transmitting messages, within whose interference rage two

neighbor nodes can only receive the messages. Otherwise,

some collisions would occur. We considered different situa-

tions which would cause a collision. As we stated before,

each sensor node has a larger interference range and a

smaller communication range. In Fig. 4(a), node(n) and

(n+6) are transmitting messages at the same time. Although

node(n) is not transmitting the message to node(n + 4),
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however, node(n+4) could hear the message from node(n+6)

and interfered by node(n). Then the collision would occur

at node(n + 4). From this example, all the situations of

collision could be summarized: node(n) and node(n±m) are

transmitting at the same time, when m <= 6, collision occurs

in MAC layer; when m > 6, as Fig. 4(b) shows, no collision

occurs in MAC layer. Thus, the number m in a network

should be larger than six. In order to avoid communication

collisions in MAC layer, such situations should be considered

completely before developing the network protocol.

(a) Situation of node(n) and
node(n ± 6)

(b) Situation of node(n) and
node(n ± 7)

Fig. 4. Situations of MAC layer collision and no collision

IV. GRAPHIC MODEL BASED CONTROL ALGORITHM

In this section, based on graphic theory and our previ-

ous work [8], we defined a decentralized control algorithm

for double-layer chain tethering. The graphic model based

control algorithm could drive the double-layer chained net-

work to translate, rotate, expand and contract itself in open

environment, which also provides a more adaptive control

strategy for complicated constrained environment.

A. In Open Environment

An open environment refers to places where there are

no intensive interference and obstacles. In this kind of

environment, the objective of tethering is to maximize the

end-to-end distance without considering the obstacles. The

kinematic model for mobile robot Ri is given by:

ẋi = f(xi)ui (2)

where xi = (xi, yi, θi), and ui = (vi, ωi) ∈ R
2 is inputs. vi and

ωi are the linear and angular velocities of robot Ri.

(a) Initial deployment (b) Final layout

Fig. 5. Initial deployment and final layout of double-layer chained network

For our double-layer chained network, each network has

a finite set of robots, R1,R2, ...,Rn. Before tethering, some

mobile robots are randomly deployed in a region. As Fig.

5(a) shows, robot Ri has five connections with its neighbors,

and all rest robots have three connections. Compared with

the final layout of double-layer chained network, it is seen

that all the robots have four connections except first two and

last two robots. From Fig. 5(b) we can see, robot Ri has four

connections with neighbors: li j, for j = {i−2, i−1, i+1, i+2},

which are included in three cascaded triangles(△B,△C,△D).

Because each triangle in the final layout is equilateral tri-

angle, it offers a stable structure for double-layer chained

formation. Meanwhile, for any neighbor robots Ri and R j:

∀i, j {|i − j| = 1|li j = d}

where d is the minimal communication range of mobile

nodes.

When one node is selected as the leader, it starts moving.

Then it chooses the closest neighbor as its follower. As

they move on, the follower chooses its closest neighbor. The

new follower follows its two leaders and forms the triangle

with our control algorithm. The process continues until the

network is formed. The leader robot of double-layer chained

network is quite important, which leads the moving of the

chain. In Fig. 5(b), leader robot Ri+3 determines the direction

of △A, and robot Ri+2 leads the direction of △B, etc. A scalar

variable s is used for parameterizing the motion of network,

in order to makes the control strategy easier.

Fig. 6. Triangle formation of the first 3 mobile robots

Each robot in this network should follow its two neighbors,

so it has at most two inputs. As the first equilateral triangle

shown in Fig. 6, if robot R j has only one input, we can

confirm that R j is following the first leader of the network

Ri. Additionally, if we know the position and orientation of

the leader of the network Ri, i.e. xi = (xi, yi, θi), then we can

get the desired coordinates of the second robot R j:

li j =

√

(xi − yi)2 + (yi − y j)2 (3)

ψ ji = π − arctan 2(yi − y j, x j − xi) − θ j

θ j = θi

where ψ ji is the angle from the heading direction of robot

R j to robot Ri. In our network, we force that:

li j = d, ψ ji = θi +
π

3

Then we could get the position and orientation of robot

R j, xj = (x j, y j, θ j). Robot Rk follows its two leaders Ri and

R j. And from Eqn. 3, we let lik and l jk both equal to d. Thus

robot Rk knows its position for next round and then controls

itself to move to the position and maintain the formation
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with its two leaders. For the rest of robots, they use the

same control strategy as robot Rk and drive the formation

moving forward.

In this triangle, robot Ri has two degree of freedom (DOF);

robot R j has one DOF; robot Rk has zero DOF. Hence we

define that in each triangle in the network, the robot who has

two DOF is the leader of this triangle; who has zero DOF

is the last follower of this triangle. As we stated before, in

Fig. 6, the position of robot Ri is given by xi ∈ R
3. Let

xki = xk − xi ∈ R
3 and xkj = xk − xj ∈ R

3. We define an

artificial potential V(xij) between every pair of robots Ri and

R j, which depends on the distance between them. Inspired

from [12], for a group of M robots the control law uk is

defined as below:

uk = −

M
∑

i,k

▽xk
V(xki) −

M
∑

j,k

▽xk
V(xkj) − Kẋk

= −

M
∑

i,k

f (xki)

‖xki‖
xki −

M
∑

j,k

f (xkj)

‖xkj‖
xkj − Kẋk

where K is a positive-define matrix. It defines as minus the

sum gradient of these potentials plus a linear damping term.

Potential V yields a force: when ||xij|| < d, force is repelling;

||xij|| > d, force is attracting; ||xij|| ≥ d1 > d, force is zero.

d and d1 are preconfigured parameters. This control strategy

suits every robots in this chained network, and each robot is

only affected by the neighbor robots belongs to one triangle.

Suppose a translation and rotation to the double-layer

chained network is performed, which rotates by ϕ first, then

followed by a translation by (xt, yt). For each point p in

the triangle in Fig. 6 as an example, the new position p′ is

defined as below:

p′ = T p =





















x cosϕ − y sinϕ + xt

x sin ϕ + y cosϕ + yt

1





















with T the 3 × 3 matrix. We prescribe a trajectory of the

double-layer chained network and parameterize by s : T (s),

so p′(s) = T (s)p. And besides translation and rotation, we

could expand and contract our double-layer chained network

by adjusting the communication range d to βd, where β is

the variable for adjusting.

B. In Constrained Environment

In real application, mobile sensor networks are mostly

used in some unknown environments, in which have in-

terference and obstacles. Our control algorithm is capable

of overcoming these problems and adjusting its chained

formation.

Fig. 7 shows the process of double-layer chain tethering

in a bounded environment. The laser scanner equipped on

the mobile robot can detect the distances between the robot

and its left side, right side and front bound. When the bound

is detected, as Fig. 7(b) shows, the leader would judge the

surroundings in advance. The comprehensive information can

yield virtual forces and rotate the first triangle. We divide the

double-layer chain into outer-layer and inner-layer according

to its rotation. In Fig. 7(c), the leader robot turns right, so

node(1), (3), (5) and (7) make up of the outer-layer, and

other nodes make up of the inner-layer, vice versa. The

inner-layer links would contract its length, which means

the distances between node(n) and (n ± 2) do not match

normal communication range d, but a variable distance βd.

We set the variable β ∈ [0.5, 1] to avoid collision, which

depends on the curvature of current case. When the curvature

of the leader robot is less than a certain threshold, the

double-layer chain is going back to the straight hallway,

as Fig. 7(d) shows. Then the inner-layer would recover and

extend the node distances to the communication range d. For

different curvature, the sequence of transmitting nodes and

interference range of communication R should be calculated

accurately.

(a) Double-layer chain is
moving in a hallway.

(b) Double-layer chain is
turning at a corner.

(c) The ideal formation for
making a turn

(d) Double-layer chain fin-
ishes turning

Fig. 7. Double-layer chain tethering in a constrained environment

C. Fault Tolerance

In unknown environment, it is common to encounter

some situations, i.e. node death, which could break the

communication links. When it happens, the double-layer

chain tethering could drive neighbor robots to cover the gap

and retain the connection. In order to achieve this capability,

a heart beating message is sent into the network from the

source node in every short time span. If every node in

the double-layer chain network, (except the source and next

node), receives the message twice, the network is in a good

state; if any node receives it only once, then there must be

a error in the network.

As Fig. 8 shows, node(n− 1) is lost. When node(n) sends

a message M to the network, node(n − 2) can hear it, but

can’t node(n − 1). At next time slot, node(n − 1) can not

forward M to its neighbor, so node(n−2) and (n−3) receive

nothing next slot. Then node(n−2) only receives the message

from source node(n) but can not from (n − 1). The network

would detect the loss and node(n+1) can be driven to fill the

gap and retain the communication link. The nodes following
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Fig. 8. Link broken in double-layer chain communication

node(n+1) would move forward to maintain the double-layer

chained network.

V. EXPERIMENTS

A simulation for double-layer chain tethering in an open

environment is developed in MATLAB. The results testify

the effectiveness and adaptability of our decentralized control

algorithm.
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(f) The final snapshot
after 20s

Fig. 9. The simulation snapshots of double-layer chain tethering in an
open environment

The simulation of double-layer chain tethering executed

in an open environment is shown in Fig. 9. After initial

deployment (9(a)), a robot is selected to be a leader of

the chain. Every time a robot moves, e.g. node(1) in Fig.

9(b), it finds the closest neighbor (node(3) in the figure)

as its fixed neighbor with the same method as single-layer

chain tethering. Then this fixed neighbor would calculate

the distances to its last neighbor and the lead robot of its

neighbor. In Fig. 9(b), node(2) would calculate the distances

to node(3) and node(1), then virtual forces can drive node(2)

to the place where within the same communication threshold

of both node(3) and node(1), as Fig. 9(c) shows. Similarly,

other nodes would do the same transform and finally in Fig.

9(f), a double-layer chain is formed.

This tethering gives more stable and robust structure than

single-layer chain tethering. According to its advantages,

double-layer chain tethering is preferable for constrained

environment with unpredictable information. Hence, double-

layer chain tethering in a constrained environment is our

focus for future research. The deployment could encounter

some obstacles or bounded environment with our adaptive

multi-robot control algorithm. Also the communication pro-

tocol should be considered in carefulness due to the impact

from changeable formation.

VI. CONCLUSIONS

A decentralized robotic cooperation algorithm is proposed

in this paper. A comprehensive metric is introduced for

evaluating the communication links quality in order to

find the optimal communication range for mobile network.

Based on the control algorithm, single-layer chain tethering

and double-layer chain tethering are defined for open and

constrained environment. Virtual forces which composed of

repulsive forces and attractive forces, are produced to drive

the robot to a stable position with the capability of avoid

obstacles and bound. Simulation results show the feasibility

and adaptability of our proposed control algorithm.
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