
  

                 
Abstract—Finding traversable paths using computer vision is 

one of the most important components of an intelligent mobile 
robot system. For a wall climbing robot that operates in an 
urban environment, it is essential to automatically detect 
surface types and orientations for switching between moving 
and climbing, and for applying different adhesive forces both to 
save energy and ensure its own safety. This paper presents a 
novel segmentation-based stereovision approach in order to 
rapidly obtain accurate 3D estimations of urban scenes with 
largely textureless areas and sharp depth changes. The new 
approach takes advantage of the fact that many man-made 
objects in an urban setting consist of planar surfaces. Our 
approach has three main components: extraction of natural 
(planar) matching primitives, stereo matching via three-step 
algorithm (global match, local match and plane fitting), and 
plane merging and parameter refinement. Experimental results 
are provided for real indoor scenes. 

I. INTRODUCTION 
In recent years, there have been strong demands to enlist 

robots for defense and counter-terrorism missions in urban 
environments. However, most of the mobile robots used in 
urban applications nowadays essentially move in 2-D planes 
without wall-climbing capability. It has been a long-time 
dream to develop miniature climbing robots with the ability to 
climb walls, walk on ceilings, and transit between different 
surfaces, thus transforming the present 2D world of mobile 
rovers into a new 3D universe. The robots we have designed 
and prototyped are named as City-Climbers (Fig 1) [4, 19], 
which overcome the limitations of the existing technologies 
in terms of climbing capability, re-configurability, and 
intelligence. 

Robot navigation is a key component of an intelligent 
mobile robot system, especially of a wall climbing robot like 
the City-Climber. For a wall climbing robot that works in an 
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urban environment, it is essential to automatically detect 
surface types and orientations for switching between moving 
and climbing, and for applying different adhesive forces both 
to save energy and ensure its own safety. In a typical indoor 
scenario, City-Climbers move on the ground, climb on walls 
and walk on ceilings. The geometric representations of the 
ground, walls and ceilings usually can be modeled as planes. 
In an outdoor setting, buildings and facilities that a climbing 
robot operates on usually consist of planar surfaces that are 
flat, e.g., facades and windows, or could be approximated 
locally as planar patches. Therefore, the problem can be 
mostly turn into a plane estimation and plane-fitting problem.   

This paper presents a novel segmentation-based 
stereovision approach in order to rapidly obtain accurate 3D 
estimations of urban scenes with largely textureless areas and 
sharp depth changes. Our approach has three main 
components: extraction of natural (planar) matching 
primitives, stereo matching via a three-step algorithm (global 
match, local match and plane fitting), and plane merging and 
parameter refinement. Experimental results are provided for 
real indoor scenes. 

II. RELATED WORK 
Various plane fitting/detection methods have been 

proposed for robot navigation in both urban and terrain 
environments. We are particularly interested in plane fitting 
methods using passive vision, though some methods use 
range finders to obtain 3D maps and then fit 3D planes [18, 
20].  

A group of methods perform plane detection using sampled 
depth maps; pre-computed using stereovision. Okada et al. 
[7] segment planes using a Hough-Transform-like method on 
the pre-computed depth map. Bartoli et al. [1] generate 
hypothesis of a plane using random sampling of 3D feature 
points and tests it by checking projection errors.  

Another group of methods uses dense disparity maps to 
detect planes. Thakoor et al. [15] implement a real time 
method using a probabilistic framework. This method is 
similar to the layered segmentation method [16] and 
iteratively refines plane parameters and plane labeling. 
Trucco et al. [17] fit a plane for each pixel using the least 
square method based on the disparities of its neighbors, and a 
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clustering method is then applied to find planes. These 
methods require pre-computed dense depth (or disparity) 
maps. 

Silveira et al. [12] solves a plane equation given any three 
pairs of matched features and then uses a 
Hough-Transform-like method to detect planes. Piazzi and 
Prattichizzo [9] find a plane normal given three match pairs 
and uses a clustering method to group normals of coplanar 
features. Since all the methods in this group detect planes 
based on sparse feature points, they may either miss or detect 
wrong (virtual) planes. 

Other researchers use monocular vision systems to 
estimate ground planes. Liang and Pears [8] use the Kalman 
filter to track feature points (i.e., Harris corners) throughout 
an image sequence and group them into coplanar regions. By 
using this method, the ground plane patches could be 
extracted. Later, they extract planar homography relations of 
the ground plane from multi-view images [5]. Two point pair 
correspondences are used to compute the homography and to 
calculate heights of points above ground plane when camera 
undergoes a pure translation, and to extract camera and robot 
rotation from homographies under a general planar motion. 

Researchers also use stereovision techniques to obtain 
depth maps and then to segment the depth maps for ground 
plane, curb or step estimation. Lu and Manduchi [6] present 
algorithms to detect and precisely localize curbs and 
stairways for autonomous navigation. They combine the edge 
information of images and 3-D data from a commercial stereo 
system to get the final results. Se, et al, [11] use a stereovision 
system to match the scale-invariant feature transform (SIFT) 
visual landmarks, and robot ego-motion is estimated by 
least-squares minimization of the matched landmarks. 

Various sophisticated stereo match algorithms have been 
developed and compared with test images [10]. Stereo 
matching algorithms using energy minimization frameworks 
[3, 13] could obtain fairly accurate depth maps, however, the 
computation involved is disadvantageous for a real-time 
application, and the results only contain depth information, 
which have not provided meaningful structure information to 
be used for the wall climbing robot navigation. 

III. CITY CLIMBERS: DESIGNS AND CHALLENGES 
The adhesion device of the City-Climber is based on the 

aerodynamic attraction produced by a vacuum rotor package 
that generates a low-pressure zone enclosed by a chamber. 
The vacuum rotor package consists of a vacuum motor with 
impeller and exhaust cowling to direct air flow, as shown in 
Fig. 1a. It is essentially a radial flow device that combines 
two types of air flow. The high-speed rotation of the impeller 
causes the air to be accelerated toward the outer perimeter of 
the rotor, away from the center radically. Air is then pulled 
along the spin axis toward the device creating a low-pressure 
region, or partial vacuum region if sealed adequately, in front 
of the device. With the exhaust cowling, the resultant exhaust 
of air is directed toward the rear of the device, actually 
helping to increase the adhesion force by thrusting the device 
forward. Technical details can be found in [4, 19]. Fig. 1 b) 
shows a City-Climber prototype-I operating on real brick wall 
via remote control. 

The City-Climber prototype-II adopts the modular design 
which combines wheeled locomotion and articulated 
structure to achieve both quick motion of individual modules 
on planar surfaces and smooth wall-to-wall transition by a set 
of two modules. Each module can operate independently and 
is designed as triangle shape to reduce the torque needed by 
the hinge assembly to lift up the other module. To traverse 
between planar surfaces two climbing modules are operated 
in gang mode connected by a lift hinge assembly that 
positions one module relative to the other into three useful 
configurations: inline, +90°, and -90°. Responding the 
electronic controls, a sequence of translation and tilting 
actions can be executed that would result in the pair of 
modules navigating as a unit between two tangent planar 
surfaces; an example of this is going around a corner, or from 
a wall to the ceiling. Figure 1 c) shows the City-Climber 
prototype-II resting on a brick wall and Fig. 1 d) shows a 
conceptual drawing of two City-Climber modules operating 
in gang mode that allow the unit to make wall-to-wall and 
wall-to-ceiling transitions.  

The City Climber robots are designed to move on various 
wall surfaces, such as brick, wood, glass, stucco, plaster, 
gypsum board, and metal. The video [4] illustrates the main 
areas of functionality and shows the results of several key 
experimental tests. The work in this paper is to make a City 
Climber autonomous and more intelligent by accurately 
estimate distances, orientations, areas and the relations of 3D 
planar surfaces in the view of the robot with a stereovision 
system.  In our experiments, Bumblebee, a binocular stereo 
system, is used to capture stereo pairs. 

Detection and localization of planar surfaces are important 
to a wall climbing robot for two reasons. First, the wall 
climbing robot need to safely and energy-efficiently stay on a 
surface (e.g., a wall or a ceiling). Surface orientation and 
roughness are useful information to adjust the suction motor 
speed to generate best adhesive force to the surface. Second, 
the wall climbing robot need to accurately transit between 

a  b        

c  d   
Fig. 1. City-Climber robots
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different surfaces (e.g. ground-to-wall, wall-to-ceiling, or 
wall-to-wall transitions). Therefore, knowing the distances 
and relations of surfaces are important. Unfortunately, for 
many navigation systems using simple stereovision 
techniques, only 3D point cloud information, which is also 
usually inaccurate, is offered. This cannot provide sufficient 
information for wall climbing robots to safely operate on 
walls and ceilings. High level parametric 3D structure 
representation could be extracted from accurate depth maps. 
However, in many sophisticated vision algorithms that can 
produce accurate depth maps, both stereo matching and 
structure analysis are time consuming procedures hence real 
time performance cannot be easily achieved. Moreover, large 
textureless or repetitive regions usually exist in an urban, 
man-made scenario, e.g. brick wall in Fig 1(c) and white 
walls and other flat surfaces as shown in Fig 2. Those regions 
bring in lots of ambiguities during the stereo matching step, 
therefore accurate 3D map cannot be easily obtained. In an 
indoor, textureless or weak textureless scene, lots of surfaces 
with uniform colors, hence correlation-based dense stereo 
match methods do not work well. Therefore, feature-based 
methods [5, 8, 11] have been widely used in robotic 
application. However, Feature-based methods can only 
provide sparse 3D data, leaving the task of planar surface 
estimation probably more difficult. Our approach takes 
advantages of both feature-based and dense stereo methods, 
so it can generate dense 3D geometry, and construct simple 
and useful 3D planar maps; but the matching is only 
performed on well-defined feature points so that it is both 
efficient and robust. 

a   b  
 
Fig 2. A pair of stereo images from a City Climber on a wall: (a) left image, 
and (b) right image.  

IV. OUR APPROACH 
We propose a segmentation-based stereovision approach 

to rapidly estimate 3D surface using plane patch matching 
and fitting. This approach has four advantages. First, depth 
information of textureless or weak-textured regions can be 
estimated. Second, accurate depth boundaries (i.e., 3D 
surface patch boundaries) can be accurately maintained. 
Third, 3D surface parameters, such as distances, orientations, 
boundaries and their relations are obtained, which can be 
directly applied to wall-climbing robot navigation. Finally, 
the computation is efficient since only selected feature points 
along boundaries of patches need to be matched. The 
algorithm currently runs at around 0.5 Hz (excluding color 
segmentation) for 320x240 images on the PIV 2.5GHz 
processor. 

 Here is an overview of our approach. The left camera of 
binocular stereo system serves as the reference camera. First, 
color segmentation is performed on the reference image, and 
the so-called natural matching primitives are extracted. 
Multiple natural matching primitives are defined with each 
homogeneous color image patch corresponding to a planar 
patch in 3D space. The representations are effective for both 
outdoor and indoor scenes with objects of largely textureless 
regions and sharp depth boundaries. Then matches of those 
natural matching primitives are searched in the right image. 
After matching the stereo pair, a plane is fitted for each patch, 
and a set of planar parameters for the planar patch is 
estimated.  

In the following sections, we will detail the three 
components of our approach: patch extraction, stereo 
matching, and plane merging & parameter refinement 

A. Patch and interest point extraction 
First, the reference image of the stereo image pair is 

segmented, using the mean-shift-based approach [2]. The 
segmented image consists of image regions (patches) with 
homogeneous color, and each of them is assumed to be a 
planar region in 3D space. For each patch, its boundary is 
extracted as a closed curve. Then we use a line fitting 
approach to extract feature points for stereo matching. The 
boundary of each patch is first fitted with connected 
straight-line segments using an iterative curve splitting 
method. The connecting points (with large curvature) 
between line segments are defined as interest points (see Fig. 
5), around which the natural matching primitives are going to 
be defined in section B. 

Because a simple region may only contains a few interest 
points (for example, a rectangle may only have four interest 
points on the corners, see Fig 3), surface reconstruction may 
not be accurate if plane fitting only uses four points (since a 
small error or occlusion can bias the result). Fortunately, 
vertical lines yield more reliable matches between a pair of 
images that have horizontal epipolar lines. Therefore, we pick 
up additional points on the boundary between two 
consecutive interest points when the line segment connecting 
them is non-horizontal. As a result, we will have more interest 
points on vertical lines. Now we are ready to perform the 
three-step stereo match. 

B. Three-step stereo match 
Let the left image and the right image be denoted as I1 and 

I2, respectively.  
When the climbing robot traverses on the wall surface, the 

height of robot is low so the two views captured from a pair of 
stereo cameras are quite different and the disparities are large. 
It increases the difficulty of stereo match. However, the robot 
is moving on a plane (or a rough planar surface) so the ground 
plane cue can be used to ease stereo match.   

Assume the height of camera (mounted on the robot) is 
known so the geometry of the ground plane which robot 
traverses in camera coordinate is known. So the disparities of 
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points on the ground plane can be estimated and verified 
using following global match. 

Step 1: Global match using ground plane cue: a 
homography induce by the ground plane (nTX+d=0) can be 
computed by  

 
1)/( −−= KdtnRKH T             (1) 

 

The stereo head is rectified and R is relative orientation 
(identity matrix), t is translation component (baseline) and K 
is the intrinsic matrix.   

 In a weak textureless scene, the single pixel based match 
couldn’t work well. So we match a group of pixels on an 
image patch of the reference image towards the target image 
assuming image patch is a planar surface (the ground plane) 
in 3D. Therefore, for each region in the image I1, the sum of 
absolute difference (SAD) is calculated between the warped  
(using homography) interest points of the reference image 
and the target image. The SAD is defined as 
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If the average SAD of each pixel is smaller than a 
threshold, we mark it to be the ground plane. The process is 
very efficient, particularly for a large textureless region, like a 
wall. The interest points of patch that lie on the image borders 
are not taken into account in the global match therefore 
partially visible regions can also be correctly handled. 

The global match is only performed on a subset of all color 
regions, we assume optical axis of the cameras are parallel to 
ground plane so only regions are below the horizon line are 
possible to be ground plane and are performed using this step. 
After this step, regions (or multiple regions) on the ground 
plane are marked. Rest regions are performed using a local 
match.  

Step 2: Local match. On any non-ground plane region, for 
each interest point, the best match is searched within a preset 
range.  

Instead of using the conventional window-based match 
(since it does not work well on the depth boundary if 
occlusion occurs), we define the so-called natural matching 
primitives (Fig. 3) to conduct a sub-pixel stereo match. We 
define a region mask M of size mxm, called natural window, 
centered at that interest point such that 
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The size m of the natural window is adaptively changed 
depending on the size of the region R. In order that a few 
more pixels (1-3) around the region boundary (but not 
belonging to the region) are also included so that we have 
sufficient image features to match, a dilation operation is 
applied to the mask M to generate a region mask covering 
pixels across the depth boundary. The SAD based on the 
natural window centered at the point (x, y) in the reference 
image, is defined as.  
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Note that we still carry out sum of absolute difference 
calculation between two color images, but only on those 
interest points along each region boundary, and only with 
those pixels within the region and on the boundaries for each 
interest point. A confidence value C (0<C<=1) is defined as  
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where SAD1and SAD2 are the best (smallest) and the 
second best match score of each interest point..  The smaller 
C is, the more confidence the match has. A sub-pixel search is 
performed in order to improve the accuracy of 3D 
reconstruction; and a match is marked as reliable if it passes a 
crosscheck followed [7]. 

Step 3: Surface fitting. Assuming that each homogeneous 
color region is planar in 3D, a 3D plane 
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which is represented in the camera coordinate system, is 
fitted to each region (patch) after obtaining the 3D 
coordinates of the reliable interest points of the region,  since 
stereo camera head is calibrated (with known intrinsic 
parameters). We use a robust RANSAC method to fit a plane. 
RANSAC randomly picks up samples, generates an 
estimation of the plane and votes from all samples (to either 
support or not support; each sample votes one ticket). The 
process is iterative and the estimating result obtaining the 
most tickets is selected as final estimation. In the voting step, 
interest points with higher confidences are able to vote more 
tickets, as 

CeT /1=                          (7) 
where T is the number of tickets obtained from one interest 

point, and C is the match cost defined in Eq. (5). Note that at 
this point the result of a patch after the three steps is in the 
form of a 3D planar equation and the boundary of each patch. 

C. Plane merging and parameter refinement 
After the above three steps are applied to the pair of stereo 

images, the estimations of the 3D structures of all the patches 
(regions) in the reference image are obtained. If the SAD 
value is less than a preset threshold, then the patch is marked 
as reliable. 

 

P1 

P3 

P4 

P2 
 

Fig. 3.  Natural matching primitives defined in a frontal region. 
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One planar surface may be segmented to several 
sub-regions. In order to recover meaningful surface structures 
as large as possible for climbing robots, we try to combine 
them back to one surface. To solve the problem, first we 
perform a modified version of the neighboring plane 
parameter hypothesis approach [14] to infer better plane 
estimates. The main modification is that the parameters of a 
neighboring region are adopted only if it is marked reliable 
and the best neighboring plane parameters are accepted only 
when the match evaluation cost using the parameters is less 
than a threshold; second, the neighboring regions sharing the 
same or very close plane parameters are merged into one 
larger region. This procedure is performed recursively till no 
more merges occur.  

V. EXPERIMENTAL RESULTS 
Image sequences were captured by the Bumblebee, a 

stereovision system, fixed on a robot. For a pair of stereo 
images, the left camera serves as the reference camera. The 
baseline distance between the left and the right cameras is 12 
cm, and focal length of each is 3.8 mm. The stereo system has 
been pre-calibrated and image pairs rectified. 

In the experiment, the Bumblebee has not been really 
mounted on the City-Climber robot, but the experimental 
setting simulated the behavior of the City-Climber robot, for 
example, the height of Bumblebee from wall is exactly the 
height of the City-Climber robot.  

The indoor scenes usually do not have many textures so the 
regular stereovision method has some shortcomings. We have 
tested the same data we collected, using the stereo algorithms 
downloaded from stereo vision benchmark website [21], and 
found none of their methods can produce reasonable good 
results due to large textureless regions in the data.  

In Fig. 4, four different indoor scenes are captured and 
corresponding depth maps are also shown on the right. All 
objects (tables, cabinets, chairs, ground planes, doors, wall 
surfaces and some boxes) are about 0-4 meters away from the 
camera. A pair of color stereo images (Fig. 2.a and Fig. 2.b) 
and a depth map (the brighter, the closer in Fig. 4) rendered 
from the result of the plane parametric estimation have been 
shown. For several large surfaces, the surface norms are 
visualized by normalized vectors – arrows and values (a,b,c),  
and distances of the center of the patches to the camera  (D in 
meters), are also labeled, together with their boundaries. 
These plane estimation results are consistent with the results 
measured by hand. Readers can visually check the results of 
plane norms and distances for their correctness by zooming in 
the pictures by 500%. The geometric representations enable a 
wall-climbing robot to have safe and efficient operations on 
walls and ceilings. For the textureless regions in the 
experiment, e.g. the doors, the box and even the ground 
surface, full 3D results are also obtained. 

The extremely large disparity (maximal disparity is around 
200 pixels) is due to the fact that the city-climber is small, the 
height of camera is low (about 0.15m) and some 

objects/surfaces are very close to the camera (Fig. 4).  This 
large disparity makes matching difficult.  However, using 
ground plane cue, walls under Bumblebee can be correctly 
reconstructed. 

Fig. 5a and 5b show the segmentation result of a left image 
and original right image, respectively. A close look of a 
selected region is shown in Fig. 5c and interest points on its 
boundary are marked in red. Note the interest points are not 
distributed evenly. Since epipolar lines of rectified camera are 
horizontal lines, we select more interest points on vertical 
boundaries and it ease the stereo match problem. Fig. 5d 
shows the inlier of RANSAC method (points marked in 
green) and almost all of interest points on the vertical 
boundaries are successfully matched. 

Occlusion problem can be partially handled with 
RANSAC framework. In Fig. 4a and 4b, a wall surface is 
occluded by close-by ground-plane wall and bottom part of 
cabinet is partially occluded by close-by table. Mismatches 

a  

b 

c 

d 
Fig 4. Stereo views: reference images (left) and corresponding depth 
maps (right). The labeled “depth” map of the stereo view (the 
brighter, the closer). For several large regions indexed by 1-7, the 
boundaries of regions are marked by closed curves (blue) and planar 
parameters are drawn on the regions: each arrow and the numbers in a 
pair of parentheses represent the surface norm, and last number 
(meters) represents the euclidian distance from the surface center to 
the camera. a-c: robot on wall; d: robot on a desk  
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happen in these areas so pixel-based method does not work. 
However, RANSAC only select non-occluded boundary to fit 
the surface, so correct surface geometry can be fitted. 

In the final depth map, surface geometry is computed in the 
camera coordinate system. Since color segmentation provides 
a topological map that connects any region (in the image) 
with its neighborhood regions, geometric relation can be built 
based on the topological map and 3D depth map. This 
geometric relation is important since it can help the city 
climber understand the scene geometry in front so it can 
safely traverse between different surfaces. 

Though surface reconstruction works well, there are still 
some problems prevent the results from perfect, such as color 
segmentation and illumination differences. 

Color segmentation may be inaccurate if two surfaces 
(objects) have similar color. For example, in Fig. 4d, bottom 
parts of the chair and background wall are all black so they 
are segmented into one region, since the color prior (color 
segmentation) is strong so the stereo match cannot fix it. 

Illumination causes problems for color segmentation, for 
example, in Fig. 4a, several small patches are generated on 
the ground. Usually the problem caused by color 
segmentation may be solved by plane merging step. 
However, same region on the ground in the two images have 
quite different appearance, so the plane-merging step cannot 
help. 

Surface estimation results have different accuracy based on 
their distances to the camera. Some of them may not be 
consistent due to mismatches caused by occlusions and 
illumination changes. However, in general, the estimation 
results of a plane are getting more accurate when the camera 
is closer to the plane. As an example of the stereo accuracy, 
one pixel match error of a 4-meter away object point will 
produce a depth error of 0.25 meters, while the same match 
error only produces a depth error of 0.015 meter if the point is 
1 meter away. On the other hand, a larger distance of the 
scene from the camera (the robot) provides a larger field of 
view (FOV). Therefore both views are useful for 
wall-climbing robot navigation and planning. Farther views 
are good for climbing surface selection, whereas closer views 
are more accurate for distance and surface orientation 
estimation. Therefore, combining two views can give better 
solution that is our ongoing work. 

VI. CONCLUSIONS AND FUTURE WORK 
In indoor or outdoor urban environments, most of the 

surfaces of man-made objects are planes, therefore a 3D 
reconstruction that directly produces plane surfaces is an 
appropriate approach to solve the problem of visual 
navigation of a wall-climbing robot working in such 
environments. In this paper, we have proposed a 
segmentation-based stereo approach that features natural 
matching primitives, three-step efficient matching and 
accuracy parametric 3D estimation. Planar surfaces are 
represented by their plane parameters (orientations, distances, 

boundaries), and their relations, which can directly used for 
visual navigation of our wall climbing robots, the 
City-Climbers.  

After planar representations of the objects at each camera 
location have been obtained in an unknown 3D environment, 
the 3D geometric relations of any neighborhood planes in the 
scene can be built up. Therefore a local topological map of 
surfaces with 3D metric measures can be created based on the 
geometric relationships of the planes. When the mobile robot 
moves, local maps can be integrated into a global 3D map of 
the unknown environment. This is our ongoing research. 
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