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Abstract— In the paper, we study the motion planning prob-
lem of a mobile robot in the plane. The goal is to design output
feedback control such that the resulting path of a mobile robot
satisfies desired linear temporal logic (LTL) specifications. Our
control strategy is divided into a local output feedback control
problem and a supervisory control for LTL specifications. For
the former one, we design output feedback control laws to
ensure that output trajectories either remain in a simplex,
or leave the simplex and enter an adjacent simplex in finite
time. For the latter, we construct a transition system based on
reachability and search for feasible paths that satisfy the LTL
specifications. In this way, a piecewise affine output feedback
control is obtained to solve the motion planning problem. A
simulation result is presented to illustrate our approach.

I. INTRODUCTION

Motion planning and control of robots in complex en-

vironments are fundamental problems that have received a

lot of attention. The work on this problem can be roughly

classified into two categories [1]. The first one focuses on the

complexity of environment while ideally assuming the robot

has no motion constraints. Examples are [2] and [3] where

Voronoi diagrams, potential fields, and navigation functions

are used to deal with complex environments. The second one

considerers specific dynamic model for robots in an uncon-

strained state-space. For this, more effort is on addressing

the difficulties caused by the robot dynamics using varying

approaches such as differential geometric approach [4] and

discontinuous control laws [5]. An extensive discussion of

the problem can be found in [6].

Traditionally, the path planning problem for mobile robots

considers specifications of the form “move from an initial

position I to a goal position G while staying within a

region R”. Such specifications can be formulated as temporal

logics [7]. The applicability of temporal logics in robotics

was advocated as far back as [8]. More recently, model

checking approaches have been used for motion planning in

order to satisfy temporal logic specifications. Based on the

earlier work of [9], symbolic control approaches are used to

compute a partition of the state space, design a path at the

discreet level, and refine it using local continuous controller
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in each domain of the partition. However, this approach has

been limited to the case that the system has fully actuated

dynamics with full state available [10]–[13].

In this paper, we borrow ideas from formal analysis of

hybrid systems and extend the method firstly proposed in

[14]. Since many dynamical systems can in a first approxi-

mation be described by piecewise affine hybrid systems [15]–

[19], we consider a general (piecewise) affine system model

for robots. Our approach consists of two main ingredients:

a local output feedback control strategy and a supervisory

control for LTL specifications. First we design output feed-

back control law to ensure that output trajectories either leave

a simplex and enter an adjacent simplex in finite time, or

remain in a simplex. Next, we construct a transition system

based on the former results and search for feasible paths

that satisfy the LTL specifications. In this way, a piecewise

affine output feedback is obtained to solve the problem.

Comparing with state feedback, output feedback control has

the following advantages. First, we can focus on the robot’s

position, which is the main concern in most motion planning

problems, rather than irrelevant states (e.g. heading angle,

velocity, and acceleration). Second, output feedback takes

less measurement information and less implementation cost

as some states are not easy to obtain.

The paper is organized as follows. In the next section, we

formulate the motion planning problem after giving some

necessary notations. Then in Section III, a local control

strategy and a supervisory control law are proposed. A

simulation result is presented in Section IV. The paper ends

with concluding remarks and brief discussions of future

research in Section V.

II. PRELIMINARIES

In this section, we first present some background materials

and then introduce the problem.

A. Polytopes, Triangulation, and Affine Systems

Notations R and N are used to represent the set of

real numbers and natural numbers, respectively. We use

co(v1, . . . , vn) to denote the convex hull of points v1, . . . , vn.

Let P be an n-dimensional polytope in Rn. It can be written

as the intersection of d half spaces, where d is the least

number required. That is,

P =

d
⋂

i=1

{x ∈ R
n|nT

i x ≤ γi}, (1)

The 2009 IEEE/RSJ International Conference on
Intelligent Robots and Systems
October 11-15, 2009 St. Louis, USA

978-1-4244-3804-4/09/$25.00 ©2009 IEEE 5071



where ni is a unit normal vector and γi is a constant. The set

{x ∈ Rn|nT
i x = γi} is called a supporting hyperplane of P .

A facet of polytope P is the intersection of P with one of

its supporting hyperplanes, which is of (n − 1)-dimension.

That is,

Fi = {x ∈ P|nT
i x = γi}, i = 1, . . . , d.

Alternatively, the polytope P can be viewed as the convex

hull of its vertices. We denote vert(P) the set of vertices

of P . A simplex is an n-dimensional polytope with n + 1
vertices. We label the vertices of a simplex v1, . . . , vn+1, and

label its facets F1, . . . ,Fn+1 such that vi 6∈ Fi.

A triangulation of a polytope E, denoted by S =
{S1,S2, . . . ,SN}, is defined as follows:

(1) For all Si ∈ S, Si is a full dimensional simplex;

(2) For all Si, Sj ∈ S, their intersection is either the convex

hull of their common vertices or empty;

(3) S1 ∪ S2 ∪ · · · ∪ SN = E.

An affine control system is described as
{

ẋ = Ax + a + Bu,

y = Cx + d,
(2)

where A ∈ Rn×n, a ∈ Rn, B ∈ Rn×s, C ∈ Rm×n, and d ∈
Rm. Without loss of generality, we assume rank(C) = m.

Correspondingly, we denote an autonomous affine system

with output by
{

ẋ = Ax + a,

y = Cx + d.
(3)

Let x(t, x0) be the state trajectory of (3) starting at x0. Let

Y (t, y0) denote the set of output trajectories of (3) with any

initial state x0 satisfying Cx0 + d = y0, i.e.,

Y (t, y0) := {Cx(t, x0) + d|x0 ∈ P and Cx0 + d = y0}.

And y(t, y0) is used to represent an element of Y (t, y0).
When the initial output y0 can be ignored, we just use

notations Y (t) and y(t).

B. Transition Systems and Linear Temporal Logic

A transition system is a tuple T = (Q, Q0,→, Π, |=),
where Q is a set of states, Q0 ⊂ Q is a set of initial states,

→⊂ Q×Q is a transition relation, Π is a finite set of atomic

propositions, and |=⊂ Q × Π is a satisfaction relation.

In the paper, we assume that the transition system is finite

(that is, the state set Q is finite). For any proposition π ∈ Π,

we define [π] = {q ∈ Q|q |= π} as the set of states satisfying

it. Conversely, for any state q ∈ Q, let Πq = {π ∈ Π|q |= π}
(Πq ∈ 2Π) denote the set of all atomic propositions satisfied

at q. A path of a transition system T starting from q is

an infinite sequence r = r(1)r(2)r(3)... with the property

that r(1) = q, r(i) ∈ Q, and (r(i), r(i + 1)) ∈→ for all

i ≥ 1. A path r = r(1)r(2)r(3) . . . defines a word w =
w(1)w(2)w(3) . . . , where w(i) = Πr(i).

A linear temporal logic (LTL) formula over a set of atomic

proportions Π = {π1, . . . , πN} is recursively defined as

follows (syntax):

(1) Every atomic proposition πi is a formula;

(2) If φ1 and φ2 are formulas, then φ1 ∨ φ2, ¬φ1, φ1Uφ2

are also formulas.

The semantics of LTL formulas are given over words of

a transition system T . The satisfaction of a formula φ at

position i ∈ N of a word w, denoted by w(i) |= φ, is defined

recursively as follows:

(1) w(i) |= π, if π ∈ w(i);
(2) w(i) 6|= π, if π 6∈ w(i);
(3) w(i) |= ¬φ, if w(i) 6|= φ;

(4) w(i) |= φ1 ∨ φ2, if w(i) |= φ1 or w(i) |= φ2;

(5) w(i) |= φ1Uφ2, if there exists a j ≥ i such that w(j) |=
φ2 and for all k, (i ≤ k < j,) we have w(k) |= φ1.

A word w satisfies an LTL formula φ, written as w |= φ,

if w(1) |= φ.

The boolean constants ⊤ and ⊥ are defined as ⊤ =
π ∨ ¬π and ⊥ = ¬⊤, respectively. Given negation ¬ and

disjunction ∨, we can define conjunction ∧, implication

⇒, and equivalence ⇔. Furthermore, we can also derive

additional temporal operators such as eventuality ⋄φ = ⊤Uφ

and safety �φ = ¬ ⋄ ¬φ. Note that our syntax does not

contain the common next operator ©φ.

C. Problem Formulation

In this paper, we consider a robot moving in a polygonal

environment E. The environment is not necessary to be

convex, but it should be able to be viewed as a collection of

polytopes. The dynamics of the robot is given or approxi-

mated in the form of (2) where its output is the position. The

goal of this paper is to construct an output feedback u(y)
so that all output trajectories satisfy an LTL formula. The

formula is built from a finite number of atomic propositions,

which label areas of interest in the environment such as

rooms or obstacles.

Problem 1: Given an LTL temporal logic formula φ and

a robot with its dynamics defined in (2), construct an output

feedback control u(y) so that all output trajectories satisfy

the formula φ.

Remark 1: Due to physical constrains, we assume that the

robot’s state (position and velocity) is restricted in a polytope

P .

Example 1: Consider a polygonal environment in Fig. 1.

It is expected that a robot goes to room R1, R2, R3, R4, and

R1 in order, and then remains in R1 thereafter. Meanwhile,

it is desired that it shall avoid obstacles O1, . . . , and O6.

The specification can be interpreted as the following LTL

formula

�E ∧ ¬O ∧ ⋄(R1 ∧ ⋄(R2 ∧ ⋄(R3 ∧ ⋄(R4 ∧ ⋄�R1)))),

where O = O1 ∨ O2 ∨ · · · ∨ O6.

III. MOTION PLANNING

A. Local Control Strategies

In this subsection we consider two local control problems

and their solutions, which will be used for constructing a

finite transition system and verifying LTL specifications.

More specifically, we study the following two subprob-

lems. Consider affine system (2) with its state restricted in

5072



0

O1

O2

O3

O4

O5

O6

R1 R2

R3R4

1 2 3 4 5 6 7 8 9

−1

−2

−3

−4

−5

−6

−7

−8

−9

Fig. 1. An environment with obstacles.

an n-dimensional polytope P and its output restricted in an

m-dimensional simplex S.

Problem 2: Find, if possible, an output feedback control

u = Fy + g, where F ∈ R
s×m and g ∈ R

s, such that all

the output trajectories y(t) ∈ Y (t) starting from S exit S in

finite time through a specified facet (denoted by F1).

Another problem is to find output feedback such that the

output trajectories remain in S.

Problem 3: Find, if possible, an output feedback control

u = Fy + g such that if y0 ∈ S, then all y(t, y0) ∈ Y (t, y0)
are in S for t ∈ [0,∞).

The results presented in this subsection extend those of

[14] and [20] with some modifications. The synthesis of

local controllers solving problem 2 and 3 requires some

preliminary results.

Lemma 1: [20] Consider two sets of points

{v1, . . . , vm+1} in Rm and {u1, . . . , um+1} in Rs.

Suppose that v1, . . . , vm+1 are affinely independent. Then

there exist a unique matrix F ∈ Rs×m and a unique vector

g ∈ Rs such that for each vi, we have ui = Fvi + g.

The matrix F and g can be calculated from the following

equation

[u1 . . . un+1] = [F g]

[

v1 v2 . . . vn+1

1 1 . . . 1

]

.

Define a set-valued map G : R
m → R

m with

G(y) = {Cẋ|Cx + d = y and x ∈ P}.

The set G(y) denotes all possible directions at y in the output

space. In what follows, for any set A ⊂ Rm, we use G(A)
to denote the set {Cẋ|Cx + d ∈ A and x ∈ P},

Lemma 2: Consider affine system (3) and a compact set

S in Rm. If there is a vector ξ ∈ Rm such that ξT h < 0
for all h ∈ G(S), then all output trajectories starting from S
leave S in finite time.

Proof: Suppose by contradiction that there is an output

trajectory y(t, y0) remaining in S. Since ξT h < 0 for all

h ∈ G(S) and G(S) is compact, it follows that there is an

ǫ > 0 such that ξT h < −ǫ for all h ∈ G(S). Hence, we have

ξT ẏ(t, y0) < −ǫ for all t and therefore,the output trajectory

y(t, y0) eventually leaves S, a contradiction. �

A facet Fj is restricted or blocked if nT
j h ≤ 0 for all

h ∈ G(Fj). The lemma below states a condition that ensures

no output trajectory leaves S from a restricted facet.

Lemma 3: Let Fj be a facet of S with the unit normal

vector nj pointing out of S. For affine system (3), if nT
j h ≤ 0

for all h ∈ G(Fj), then no output trajectory leaves S from

Fj .

The proof can be obtained similarly as the one in [20].

Next, we prove that the condition in Lemma 3 can be

verified by only checking at the vertices of the facet. A few

notations are introduced firstly.

For any point y ∈ S, let

R(y) = {x ∈ P|Cx + d = y}.

Notice that R(y) is an (n−m)-dimensional polytope and is

the set of states whose corresponding output is y.

For a facet Fj and a vertex vi ∈ vert(Fj), we define

β−

ij = min
x∈R(vi)

nT
j CAx, β+

ij = max
x∈R(vi)

nT
j CAx.

Lemma 4: For affine system (3), a facet Fj is restricted

if and only if

β+
ij + nT

j Ca ≤ 0, ∀vi ∈ vert(Fj).
Proof: (⇐) Denote the vertices of Fj as v1, . . . , vk. For

any y ∈ Fj , it can be written as a convex combination

of v1, . . . , vk, i.e., y = α1v1 + · · · + αkvk for α1, . . . , αk

satisfying α1 + · · · + αk = 1 and 0 ≤ αi ≤ 1. For any

x ∈ R(y), where y ∈ Fj , there are points x1 ∈ R(v1), . . . ,

xk ∈ R(vk) such that x is the same convex combination of

x1, . . . , xk, i.e., x = α1x1 + · · ·+αkxk. For h ∈ G(y), there

exists an x ∈ R(y) satisfying h = Cẋ = C(Ax + a). So

nT
j h = nT

j [CA(α1x1 + · · ·+αkxk)+Ca] = α1n
T
j C(Ax1 +

a) + · · · + αknT
j C(Axk + a). Every term, nT

j C(Axi + a),
i = 1, . . . , k, is less than or equals to zero. Thus, nT

j h ≤ 0.

So the facet Fj is restricted by the definition.

(⇒) Suppose that there is a vertex vi such that β+
ij +

nT
j Ca > 0. It follows that nT

j CAx + nT
j Ca > 0 for

some x ∈ R(vi), which means nT
j h > 0 for h = Cẋ, a

contradiction. �

Now, we are ready to present solutions to Problem 2 and

Problem 3.

Theorem 1: Problem 2 is solvable if there are vectors

u1, . . . , um+1 in Rs such that

β−

i1 + nT
1 (Ca + CBui) > 0, ∀vi ∈ vert(S), (4)

and for j = 2, . . . , m + 1,

β+
ij + nT

j (Ca + CBui) ≤ 0, ∀vi ∈ vert(Fj). (5)

Proof: By Lemma 1 a matrix F and a vector g can be

constructed uniquely when u1, . . . , um are solved from (4)

and (5). Taking the F and g as output feedback, we have that

the closed loop system is still affine. Consider the closed loop

system. For h ∈ G(vi), x ∈ R(vi), we have

nT
1 h = nT

1 (CAx + Ca + CBui)
> β−

i1 + nT
1 (Ca + CBui) > 0.
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So by convex argument and Lemma 2, it follows that all

output trajectories will leave the polytope. Furthermore, by

Lemma 4, condition (5) ensures that all other facets are

restricted. Combining these two facts, all output trajectories

will leave S only via F1, and the conclusion follows. �

Remark 2: Notice that the solvability of linear inequality

problem can be determined by the famous Farkas’ Lemma.

Similarly, we have the following sufficient condition for

the solvability of Problem 3.

Theorem 2: Problem 3 is solvable if there are vectors

u1, . . . , um+1 in R
s such that for j = 1, . . . , m + 1,

β+
ij + nT

j (Ca + CBui) ≤ 0, ∀vi ∈ vert(Fj). (6)

Proof: The conclusion follows since every facet is restricted

by (6) and Lemma 4. �

Remark 3: Although, we consider only problems in sim-

plices, there is no difficulty in extending the results to

polytopes. In other words, in Problem 2 and 3, S can be

a polytope instead of a simplex.

B. Determining Feasible Paths

We now describe our approach for motion planning. There

are three main steps.

Step 1: Construct a transition system.

Consider an arbitrary triangulation {S1, . . . ,SN} for E.

We then construct an associated transition system T =
(Q, Q0,→, Π, |=) as follows:

(1) Q = {S1, . . . ,SN};

(2) Q0 = {Si} if y0 ∈ Si;

(3) For two simplices Si, Sj with a common facet F , if

Problem 2 is solvable for Si and F , then let (Si,Sj) ∈→.

On the other hand, if Problem 3 is solvable for simplex Si,

then (Si,Si) ∈→.

(4) Π = {π0, π1, . . . , πM}, where each proposition πi,

i = 1, . . . , M , denotes a region in E of interest and π0

denotes the obstacles.

(5) Si |= πj ∈ Π if Si ∈ [πj ].
Step 2: Determine feasible paths.

For the transition system T we just obtained, determine

feasible paths that satisfy the given LTL formula φ. This is a

well studied problem in model checking and there are many

tools [21]. We proceed along the following route:

(1) Construct an automaton (also known as Buchi automaton)

for the LTL formula φ and denote it by Aφ. The automaton

has the property that it encodes precisely the paths which

satisfy the LTL formula φ.

(2) Combine the automaton Aφ and the transition system

T . The combination operation results in a transition system

Aφ×T whose paths are paths for both of the automaton Aφ

and the transition system T .

(3) Find a path starting from a state derived from q0 in the

combined transition system Aφ×T . Such a path (if exits) can

be interpreted as a path in T starting at q0, which satisfies

φ.

Step 3: Design output feedback control laws.

Let r be a path of T that satisfies φ. Then, for any two

successive states Si,Sj ∈ r, design local control uij =

Fijy + gij according to Theorem 1. For a infinitely repeated

state Si ∈ r, design local control uii = Fiiy + gii according

to Theorem 2.

In this way, we can obtain a piecewise affine output

feedback control law for Problem 1.

Remark 4: It is worth pointing out that our approach for

motion planning (Problem 1) is conservative due to the

following reasons. First, Theorem 1 and 2 give only sufficient

conditions for local reachability and set invariance problem.

So it may fail to find a transition relation between two

adjacent simplices. Second, the algorithm may fail for an

unappropriate triangulation.

IV. SIMULATION

In this section, we present a simulation to illustrate our

results. Consider the problem stated in Example 1. We

assume that the dynamics of the robot is given by









ẋ1

ẋ2

ẋ3

ẋ4









=









0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0

















x1

x2

x3

x4









+









1 0
0 1
1 0
1 1









[

u1

u2

]

,

[

y1

y2

]

=

[

x1

x2

]

,

where the output (y1, y2) is the position in the plane, and

(x3, x4) are its velocity. The robot is constrained in the region

{0 ≤ x1 ≤ 9, −9 ≤ x2 ≤ −1}. Its velocity lies in {−30 ≤
x3 ≤ 30, −30 ≤ x3 ≤ 30} due to physical constraints,

Thus, the polytope describing the state constraints is given

by P = {0 ≤ x1 ≤ 9, −9 ≤ x2 ≤ −1, −30 ≤ x3 ≤
30, −30 ≤ x3 ≤ 30, −30 ≤ x4 ≤ 30}.

Propositions π1, π2, π3, and π4 are used to denote room

R1, R2, R3, and R4, respectively. Proposition π0 denotes the

obstacles O=O1∪ · · · ∪O6 . The LTL specification is then

given as

¬π0 ∧ ⋄(π1 ∧ ⋄(π2 ∧ ⋄(π3 ∧ ⋄(π4 ∧ ⋄�π1)))).

Applying our approach to the specific problem, we obtain a

piecewise output feedback control such that resulting paths

satisfy the LTL specification we give. Take R for an example,

an output feedback control making output trajectories leave

R1 enter S1 is u = F1y + g1, where

F1 =

[

0 0
0 0

]

and g1 =

[

49.4546
−109.4546

]

.

An output feedback making R1 positive invariant is u =
F2y + g2, where

F2 =

[

−108.9449 63.2723
18.9449 −153.2723

]

and

g2 =

[

216.5447
−276.5447

]

.

A simulated trajectory starting at

[1.0000, −1.6667, 0.7094, 0.7547]T (in R1)

is shown in Fig. 2.
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Fig. 2. The output trajectory of the robot.

V. CONCLUSION

In this paper, we present an algorithmic approach to a

LTL motion planning problem. Our technique is based on

two main parts, namely, a local output feedback strategy and

a supervisory control for LTL specifications. The supervisory

control is performed in a transition system, done by model

checking. The local control is based on the reachability and

invariance problem on simplices. The resulting control law

is piecewise affine output feedback and valid on the cor-

responding simplices. There are several possible extensions

for this work. First, one could use hybridization method

to approximate a nonlinear system into a piecewise affine

system with disturbance. Second, we will investigate the

necessary and sufficient condition for local control in both

simplices and polytopes.
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