
 

Abstract– This paper presents a predictive gain scheduler for 

path tracking control in a networked control system with 

variable delay. The controller uses the plant model to predict 

future position and find the amount of travel possible with the 

global path as a constraint. Based on variable network conditions 

and vehicle trajectory’s curvature the vehicle is allowed to travel 

farther on the current control signal while the vehicle trajectory 

matches the path constraint. This method uses path specific 

characteristics to evaluate the effectiveness of each generated 

control signal. By scheduling the gain on the control signal the 

vehicle tracking performance is maintained with an increase in 

network delay. The tracking time is decreased compared to other 

methods since the proposed control method allows the controller 

to look ahead and thus evaluate predicted effect of each control 

signal before scaling it. The proposed method is compared with 

existing delay compensation methods through simulation. 

I. INTRODUCTION 

ath tracking control of unmanned ground vehicles (UGVs) 

is necessary to constrain UGV motion to a desired path. 

Many UGVs today communicate wirelessly with a remote 

controller that makes control decisions and shares global data 

with other controllers. These networked control systems are 

susceptible to delay which can adversely affect the path 

tracking performance of the UGV.  

Most approaches to path tracking control of differential 

drive UGVs rely on the choice of an incremental reference 

position that the UGV tracks as it moves along its path. The 

UGV position is found either through dead reckoning, a vision 

system, or another locating system. The ubiquitous pure 

pursuit algorithm[1] uses a reference point on the path at a 

fixed distance ahead of the UGV and takes a circular 

trajectory to that point. The quadratic curve path tracking 

algorithm presented by Yoshizawa et al. in [2] provides a 

method for finding a variable reference point while 

approaching the path with a quadratic curve and variable 

velocity.  

Another approach is to match the UGV with a desired pose 

by linearizing the system’s differential equation, as Kanayama 

did in[3]. This resembles the classic Zhang tracker[4] which 

implements position and orientation tracking control. Finally a 

model predictive controller has been presented in [5] which 

implements predictive trajectory tracking. An overview of the 

stability of some path tracking controllers was completed by 

Ollero and Heredia in [6]. These path tracking algorithms are 

effective for non-holonomic, locally controlled UGVs. 

The effect of curvature on path tracking has been 

approached in several ways. Peters and Iagnemma[7] present a 

model predictive controller to compensate for aggressive 

maneuvers and prevent wheel slippage by previewing the 

upcoming terrain and curvature. In [8] the curvature of the 

path controls the frequency of control signals sent to the UGV: 

higher curvature requires more updates. This heuristic 

approach mimics the way humans drive vehicles: curvy roads 

demand more attentive drivers In [9] the curvature ahead of 

the vehicle is detected and used to limit vehicle speed, thus 

limiting lateral motion. Glaser et al. use long range road data 

to prevent drivers from taking turns at unsafe speeds [10].  

Finally others have studied the effect of network delay on 

network based path tracking controllers. A feedback 

preprocessor, similar to a smith predictor, is presented in [11] 

where network delayed feedback is compensated for using 

model prediction and network delay estimation. An 

elaboration on this approach is found in [12] which adds gain 

scheduling to prevent a control signal from causing path 

deviation based on network delay and trajectory curvature. 

In this work the controller compensates for time varying 

network delay by predicting the future UGV positions. This 

prediction, with the constraint of the reference path, 

determines how far the UGV will accurately track the path 

given a current state and control signal. The allowable travel 

indexes a gain scheduling lookup table which, using network 

delay and trajectory curvature, will scale the control signal 

preventing future path deviation caused by network delay. 

The remaining sections are organized as follows. Section II 

provides the system description of the UGV model, path 

tracking algorithm and network delay. Section III introduces 

the concepts of feedback preprocessing, gain scheduling and 

the new concept of predicted constrained gain scheduling. 

Section IV describes the testbed and how the simulations are 

set up. Finally simulation results are presented in Section V 

where the effectiveness of the proposed method is compared 

with that of existing techniques.  

II. SYSTEM DESCRIPTION 

A differential drive UGV with two driving wheels and one 
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caster controlled using quadratic curve path tracking can be 

described using the kinematic model in (1) 
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where vref is the linear velocity of the UGV, ωref is the angular 

velocity, ρ is the radius of the drive wheels and W is the 

distance between the drive wheels. The ωr and ωl variables 

above represent the angular velocities of the right and left 

drive wheel respectively.  

A. Quadratic Curve Path Tracking Control 

The controller is given a path, p, defined by a set of 

consecutive waypoints on the ground for the UGV to follow. 

The path is stored in the controller as a set of x and y 

coordinates and defined as p=[px py]. This path is calculated 

prior to the execution of the path tracking algorithm. 

To calculate the control signal for the UGV, the controller 

implements the quadratic curve path tracking algorithm which 

is a method for determining a variable look-ahead distance, 

based on the previous UGV control signal, as well as variable 

reference speed. As a reference point moves along the path 

and the UGV tracks the reference point, the UGV tracks the 

path. The reference point is located by finding the nearest 

point on the path using  
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x y

p p p , (2) 

where the UGV position a(ti) is defined as: 
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and looking ahead in the path a look-ahead distance d0. 
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where dmax is the maximum allowable lookahead distance, Ai 

is the quadratic coefficient defined in (5), and β is a tuning 

parameter used to prevent the UGV from cutting corners. The 

path index is increased and distance along the path is 

accumulated until d0 has been travelled at which point the 

index is the reference point.  

To track the reference point the controller finds a quadratic 

curve that passes through the reference point and has its vertex 

located at the UGV as seen below in Fig 1.  

 
Fig 1: Quadratic curve path tracking showing the UGV and how the circular 

trajectory relates to the quadratic curve 
 

A velocity and turn rate can then be calculated such that the 

UGV will move along the quadratic curve. As shown in [2] 

the velocity and turn rate can be simplified to the values 

shown below since the sampling period is sufficiently small. 
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The reference values are calculated by replacing the 

quadratic curve with a circle centered at the focus of the 

parabola with a radius defined by the distance from the focus 

to the vertex. The control mechanism is similar to pure 

pursuit[1] in that a circular control trajectory is used. The 

difference is a circular arc, defined by a quadratic curve, is fit 

to a varying rather than a constant reference point 

The curvature is then the inverse of the radius of the circle 

that the UGV is being commanded to follow. Since the 

reference command is a circular trajectory, defined by (7)-(9) , 

the controller must frequently generate new quadratic curves 

and circular arcs. The UGV will follow the reference circular 

trajectory for a short period of time such that when all of the 

circular arcs are aggregated they approximate the quadratic 

curve which in turn approximates the desired path. 

B. Network Delay 

The UGV in consideration is controlled over a wireless 

network that causes the control signals and feedback signals to 

be delayed. The delay can be represented as the time that a 

signal takes to be transmitted from the controller to the robot 

(UGV), τCR, and the time that a signal takes to be transmitted 

from the robot to the controller, τRC. The sum of these delay 

times is the round trip delay, τRTT = τCR + τRC. The nature of the 

delay is dependent on the type of network used, for example 

an IP network as studied in [13] or an IEEE 802.15.4 Zigbee 

network as studied in this work and in [14]. 

III. CONTROL PREPROCESSING BASED ON 

PREDICTED ERROR 

A network based control scheme that requires frequent and 

timely updates to the control signal, such as quadratic curve 

path tracking will be affected by the network delay. In this 

section several methods for compensating for the delay are 

proposed including feedback preprocessing, gain scheduling 

middleware and the proposed predictive control scheme. 

A. Feedback Preprocessor 

A feedback preprocessor (FP) is used to predict the position 

of the UGV when the control value will be executed. The 

pertinent future position of the mobile robot is the position at 
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t=ti+ τCR(i) where ti is the time when the control signal is 

calculated and τCR(i) is the estimated time that it will take for it 

to arrive at the UGV. The position predicted by the FP is used 

by the path tracking controller and is defined as â(ti+ τCR). The 

position input to the FP, a(ti), however, is the position of the 

UGV sampled before transmission to the controller at 

t=ti-τRC(i) where τRC(i) is the time that it took for the signal to 

be communicated from the UGV to the controller.  

Given that the input to the FP is a(ti-τRC) and the desired 

output is â(ti+ τCR) the UGV movement during this period can 

be approximated using the previous control value. The UGV is 

assumed to move with constant linear and angular velocities 

defined by the previous control value u(ti-1). Using the system 

dynamics given in (1) the future position is calculated by 

adding the change in position during [ti-τRC, ti+ τCR] with input 

[ ]( ) ( ) ( ) ( )i RC i RC i RC i RCt x t y t tτ τ τ φ τ− = − − −a ,(10) 

and control value 
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then, using the following estimations: 
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the change in position over τ is: 
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and the predicted position â(ti+ τCR) is: 
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This value, â(ti+ τCR), is forwarded to the controller for path 

tracking thus insuring appropriate control values upon arrival 

and execution. More discussion on FP is found in [11]. 

B. Gain Scheduler 

A gain scheduler (GS) is implemented on the control signal 

after feedback preprocessing [15]. The GS adjusts the control 

signal using to network conditions and trajectory curvature 

preventing path deviation. Delayed packets may cause 

deviation and may cause the UGV to travel too far before a 

corrective signal arrives. The UGV is more open to error when 

not travelling in a straight line, or when that delay is large. 

To evaluate the current control signal and determine what 

gain scheduling is needed the following cost function is used: 

 
2
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This is the Euclidian norm of the change in UGV state caused 

by time τ. The state vector â(i+1) can be expanded to its 

components and g becomes: 

2 2 2
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We also define a cost function based on the absolute value 

of the UGV speed,  

 ( 1) ( 1)
ref
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optimizing the control value u(i+1) by scaling it by K so that 

the new control value, Ku(i+1), prevents UGV deviation. The 

optimal control signal requires maximizing the speed while 

avoiding deviation. To prevent deviation we will constrain 

g ≤ ε limiting the change in UGV state caused before another 

controller update. The optimization problem then becomes: 

 ( 1)g i ε+ ≤ , (21) 

 max ( 1)c i + , (22) 

with the new control signal being Ku(i+1) and since 

u(i+1)=[vref  ωref] we can scale (9) with K as: 
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and using (14)-(16) with (23) we can substitute these into (18) 

and rewrite g as a function of A, K, and τ: 
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In operation, after the control signal is generated the value 

of A is known and τRTT can be predicted then optimization can 

be carried out using the bisection algorithm to find the ideal 

value of K to maximize speed with a limit on UGV deviation. 

To increase performance this can be computed offline for 

known ranges of A, τRTT and stored in a lookup table. If we set 

the allowed deviation ε to 0.12 and if A is known to be in the 

range of [0,14] in normal operation and τRTT, is known to be in 

the range of [0,1] then K can be calculated in this range. 

The optimal gain surface, an example of which can be seen 

in Fig 2, will reduce the control signal as delay increases and 

as the trajectory curvature increases. The optimal gain selected 

from the gain table will limit the deviation of the UGV to ε 

while operating at the highest speed possible. More discussion 

on the gain scheduler can be found in [15]. 

C. Predictive Constrained Gain Scheduling 

The purpose of GS is to prevent a control signal from 

causing UGV deviation before an updated control signal is 

given. The GS method above is effective since it limits all 

UGV motion to be less than ε. Setting ε low allows accurate 

tracking for any type of path [15]. Predictive constrained gain 

scheduling(PCGS) allows ε to adapt until the point that 

deviation begins. The controller does this using data about the 

future path from either the supervisor or onboard sensors. Data 

regarding network conditions and the next control are also 

used. The safety region is determined by the required tracking 

accuracy and is analogous to the width of a road. 

The gain table calculated for GS in [15] is overly 

conservative since it must work for all path conditions. Since 

we will choose an ε dynamically we can then calculate the 

gain table for different values of ε in the range of [0.1,1]. If ε 

is allowed to go less than 0.1 the UGV will stall and halt 
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progress down the path. The upper limit of ε was chosen to be 

1 as it allows the value of K to be 1 for all values of A when 

τRTT is close to 0 and for K to be 1 for all values of τRTT when A 

is close to 0. These gain tables, some shown below in Fig 2, 

are stored and used as lookup tables during path tracking 

control. Using a larger ε will allow the UGV to travel farther 

before it requires another control update.  

 
Fig 2: Optimal gain tables for ε  values of 0.25, 0.75 and 1 

 

The issue at hand is to dynamically find an optimal value 

for ε based on the current UGV position and the future track of 

the path. To do this the future position is predicted using the 

next control value as a constraint. 

 
Fig 3: Algorithm for finding ε value to use 

 

The control signal, current state, and UGV model are used 

to predict UGV position incrementally until the UGV exits the 

safety region. The time is incremented from the current time ti 

by j∆τ where j is the step number and ∆τ is the step resolution. 

The point where the UGV exits the safety region represents 

the point where the control signal is no longer effective at 

tracking the path. Choosing ε to be the distance travelled to 

reach the exit point allows the UGV to travel farther in one 

time step provided that the travel follows the path. 
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As shown in Fig 3, the ε value can be calculated using (25) 

where n is the point the UGV leaves the safety region. The 

future position is predicted using (14)-(17) in a similar fashion 

to feedback preprocessing except that the value of τ is replaced 

with j∆τ. This is summarized in Fig 3. 

For example, in Fig 4 two UGVs are shown in different 

paths. The bottom UGV is travelling in a straight line 

approaching a curve. If ε is calculated for this case using the 

method shown in Fig 3, ε can be increased to 0.6. This value is 

the predicted travel of the UGV that is constrained by the 

control signal u(i+1). The top UGV has a control trajectory 

that matches the path; previous methods would limit the UGV 

travel through this curve, but since we can predict that the 

UGV will travel within the safety region, ε is increased to 0.9 

 
Fig 4: Predicted UGV travel (blue) and path safety region (grey) showing the 

effect of different epsilon values on different types of paths. 

IV. TESTBED 

The control systems described above is tested on a 

simulated UGV. The UGV to be simulated has been built 

using the LEGO mindstorms NXT TriBot as a base with the 

controller replaced with a SPOT controller from Sun 

Microsystems. Each UGV has a PI controller to control left 

and right wheel speed using encoder feedback and an 802.15.4 

radio to communicate to a supervisory controller with 

communication delays as described in [14].  

 
Fig 5: System configuration and communications diagram 

 

The supervisory controller implements the quadratic curve 

path tracking algorithm, FP, GS, and PCGS. The path is 

generated before operation and control signals are sent to the 

UGV with a simulated variable exponential delay distribution 

with a given minimum and average delay. 

 
Fig 6: Test Path with four sections denoted 

 

The test path is composed of four segments: an initial 

straight path (I) 0.5m long, a 0.4m radius curved section (II), 

an inflection point into a 0.2m curved section followed by a 

0.5m straight section (IV). This is a representative path that 

contains varying path curvature conditions to test the UGV. 
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V. RESULTS FROM SIMULATION 

To validate the methods described above the system has 

been modeled and simulated using MATLAB/Simulink. All 

three methods described in section III have been simulated to 

evaluate their performance. Using the test path shown in Fig 6 

with the UGV starting at a(t0)=[0 0 0]. Each method is 

simulated with average round trip times of 70, 200, 400, and 

600ms to represent a wide range of operating conditions.  

 
Fig 7: Generalized exponential delay distributions for average round trip times 

of 200, 400 and 600ms 

 

The delay distributions shown in Fig 7 represent the three 

test cases with additional delay. The 70ms average round trip 

time represents the minimum communication delay achievable 

in this system with 802.15.4 protocol. 

The base case simulation with no additional delay and with 

RTT of 600ms are shown below in Fig 8 

 

 
Fig 8: UGV results with no compensation. No additional delay on left and 

600ms of delay on right. 

 

The UGV tracks the path quickly and with little error when 

there is no delay. When delay is added the UGV tracks 

segment I with ease. This is because the control signal is 

following the straight path and the delay has no effect. PCGS 

takes advantage of this. After segment I the UGV begins to 

oscillate severely around the path as it tracks resulting in high 

tracking error as the control signal is causing the UGV to 

overshoot and travel too far before a new signal arrives. 

To evaluate the performance of each simulation and to 

compare the results between methods, two performance 

metrics have been calculated: the accumulated tracking error 

and the total time. The metrics, J1 and J2, are shown below in 

(27) and (28).  

 

( )
0

1

( )

( ( ), ( 1))

ft

t

t dt

J
D j j

=
−

∫

∑

y p-

y y
, (27) 

 2 0f
J t t= − , (28) 

where J1 is the accumulated error, the numerator is the area 

between the UGV travel and the path p. The denominator is 

the total distance travelled by the UGV. The metric J2 is the 

total time that the UGV required to reach the destination. 

A. Results  

The methods described in section III above have been 

simulated to evaluate their effectiveness at mediating the 

problems illustrated in Fig 8. Using the performance metrics 

J1 and J2 the results can be compared in Fig 9. 

 
Fig 9: Accumulated error and total time for all test case simulations 

 
 

Fig 9 shows that feedback preprocessing reduced tracking 

error and increased tracking time over the base case by 

eliminating much of the oscillation after segment I. We can 

also see that both GS and PCGS, which both use feedback 

preprocessing as well, reduce the tracking error when delay is 

increased. The tracking error with delay is relatively close to 

the tracking error without delay for both of these methods. The 

key difference between GS and PCGS can be seen in the J2 

results from Fig 9. GS and PCGS both achieve reduced 

tracking error at the expense of tracking time however PCGS 

is shown to produce accurate results, as seen below in Fig 10, 

in about half the time as GS. 

 
Fig 10: Path tracking results with GS on the left and PCGS on right.  

B. Discussion  

To illustrate how PCGS is able to reduce the tracking time 

while maintaining low tracking error we can compare 

accumulated error and the K output of the gain scheduler.  

 
Fig 11: Accumulated error for FP, GS, and PCGS.  
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In Fig 11 the accumulated error is shown for the three 

methods when simulated with an average τRTT=0.6s.The 

vertical lines in the figure denote the transition of path 

segments with the segment numbers indicated. The feedback 

preprocessing results shown above are completed in the least 

time however the total error is more than 2.5 times greater 

than either GS or PCGS results. Both GS and PCGS provided 

significant accumulated error improvement over FP but PCGS 

is able to complete the trajectory in less than half the time of 

GS. Fig 11 demonstrates that PCGS completes segment I in 

5.5 seconds versus 21 seconds using GS. This is because of 

the effect illustrated above in Fig 4 where ε is allowed to 

increase. The next segment is also completed in much less 

time with similar tracking error when using PCGS. This is 

because of the effect illustrated in  where ε is allowed to 

increase because the control signal matches the path curvature.  

These same effects and the cause of the increased speed are 

evident in Fig 12 when looking at the K gain value used in 

each method. The vertical lines indicate the transitions 

between different path segments. For the straight segment at 

the beginning, even though delay is high, PCGS does not scale 

the control at all since the path is straight whereas GS does. 

The same effect is evident for segment II where PCGS scales 

the control signal by about 0.3 and GS scales it by 0.1. 

 
Fig 12: K for GS and PCGS.  

 

Two notables regarding PCGS: the response after entering 

segment III and the response after entering segment IV. PCGS 

cannot predict around an inflection point. Thus the gain is low 

since the predicted position moves away from the path rapidly. 

In future work behavioral control could be used as a special 

case to mitigate this. In segment IV the UGV experiences a 

slight overshoot when the path transitions from curved back to 

straight. This can be seen as a steep jump in accumulated error 

in Fig 11 and as a dip in K in segment IV of Fig 12.  

VI. CONCLUSION 

Path tracking performance, in terms of tracking error and 

tracking time, for three control methods has been presented in 

this research. The GS method with FP is effective at reducing 

tracking error however, it is overly conservative. When the 

PCGS method is implemented the controller can predict the 

system response and allow more travel providing that the 

travel is constrained to the path. To do this the predicted UGV 

trajectory is compared with future path data. The data and 

predicted trajectory allow increased UGV travel in less time. 
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