Abstract—In order to achieve the autonomy of mobile robots, effective localization is a necessary prerequisite. In this paper, we propose an improved Monte Carlo localization using self-adaptive samples, abbreviated as SAMCL. This algorithm employs a pre-caching technique to reduce the online computational burden. Further, we define the concept of similar energy region (SER), which is a set of poses (grid cells) having similar energy with the robot in the robot space. By distributing global samples in SER instead of distributing randomly in the map, SAMCL obtains a better performance in localization. Position tracking, global localization and the kidnapped robot problem are the three sub-problems of the localization problem. Most localization approaches focus on solving one of these sub-problems. However, SAMCL solves all these three sub-problems together thanks to self-adaptive samples that can automatically separate themselves into a global sample set and a local sample set according to needs. The validity and the efficiency of our algorithm are demonstrated by experiments carried out with different intentions. Extensive experiment results and comparisons are also given in this paper.

I. INTRODUCTION

Localization is the problem of determining the pose of a robot given a map of the environment and sensors data [1], [2], [3]. The robot pose comprises its location and orientation relative to a global coordinate frame. Localization problem can be divided into three sub-problems: position tracking, global localization and the kidnapped robot problem [4], [5], [6]. Position tracking assumes that the robot knows its initial pose [7], [8]. During its motions, the robot can keep track of movement to maintain a precise estimate of its pose by accommodating the relatively small noise in a known environment. More challenging is the global localization problem [4], [9]. In this case, the robot does not know its initial pose, thus it has to determine its pose in the following process only with control data and sensors data. Once the robot determines its global position, the process continues as a position tracking problem. The kidnapped robot problem is that a well-localized robot is taken to some other place without being told [4], [6], [10]. In practice, the robot is rarely kidnapped. However, kidnapping tests the ability of a localization algorithm to recover from global localization failures. This problem is more difficult than global localization. Difficulties appear in two aspects: one is how a robot knows it is kidnapped, the other is how to recover from kidnapping. The latter can be processed as a global localization problem.

Among the existing position tracking algorithms, the Extended Kalman Filter (EKF) is one of the most popular approaches [6], [11], [12]. EKF assumes that the state transition and the measurements are Markov processes represented by nonlinear functions. The first step consists in linearizing these functions by Taylor expansion and the second step consists in a fusion of sensors and odometry data with Kalman Filter. However, plain EKF is inapplicable to the global localization problem, because of the restrictive nature of the unimodal belief representation. Monte Carlo localization (MCL) is the most common approach to deal with the global localization problem. MCL is based on a particle filter that represents the posterior belief by a set of weighted samples (also called particles) distributed according to this posterior [6], [13], [14]. MCL is already an efficient algorithm, as it only calculates the posteriors of particles. However, to obtain a reliable localization result, a certain number of particles will be needed. The larger the environment is, the more particles are needed. Actually each particle can be seen as a pseudo-robot, which perceives the environment using a probabilistic measurement model. At each iteration, the virtual measurement takes large computational costs if there are hundreds of particles. Furthermore, the fact that MCL cannot recover from robot kidnapping is its another disadvantage. When the position of the robot is well determined, samples only survive near a single pose. If this pose happens to be incorrect, MCL is unable to recover from this global localization failure. Thrun et al. [6] proposed the Augmented_MCL algorithm to solve the kidnapped robot problem by adding random samples. However, adding random samples can cause the extension of the particle set if the algorithm cannot recover quickly from kidnapping. This algorithm draws particles either according to a uniform distribution over the pose space or according to the measurement distribution. The former is inefficient and the latter can only fit the landmark detection model (feature-based localization). Moreover, by augmenting the sample set through uniformly distributed samples is mathematically questionable. Thus, Thrun et al. [6], [10], [15] proposed the Mixture MCL algorithm. This algorithm employs a mixture proposal distribution that combines regular MCL sampling with an inversed MCL’s sampling process. They think that
the key disadvantage of Mixture MCL is a requirement for a sensor model that permits fast sampling of poses. To overcome this difficulty, they use sufficient statistics and density trees to learn a sampling model from data.

In this paper, we propose an improved Monte Carlo localization with self-adaptive samples (SAMCL) to solve the localization problem. This algorithm employs a pre-caching technique to reduce the on-line computational burden of MCL. Thrun et al. [6] use this technique to reduce costs of computing for beam-based models in the ray casting operation. Our pre-caching technique decomposes the state space into two types of grids. The first one is a three-dimensional grid that includes the planar coordinates and the orientation of the robot. This grid, denoted as \( G_{3D} \), is used to reduce the on-line computational burden of MCL. The other grid is a two dimensional energy grid. We define energy as the total information of measurements (the more information, the higher energy). The energy grid, denoted as \( G_E \), is used to calculate the Similar Energy Region (SER) which is a subset of \( G_E \). Its elements are these grid cells whose energy is similar to robot’s energy. SER provides a priori information of robot’s position, thus, sampling in SER is more efficient than sampling randomly in the whole map. Finally, SAMCL can solve position tracking, global localization and the kidnapped robot problem together thanks to self-adaptive samples. Self-adaptive samples in this paper are different from the KLD-Sampling algorithm proposed in [6], [16]. The KLD-Sampling algorithm employs the sample set that has an adaptive size to increase the efficiency of particle filters. Our self-adaptive sample set has a fixed size, thus it does not lead to the extension of the particle set. This sample set can automatically divide itself into a global sample set and a local sample set according to different situations, such as when the robot is kidnapped or fails to localize globally. Local samples are used to track the robot’s pose, while global samples are distributed in SER and used to find the new position of the robot.

The rest of this paper is organized as follows. In section II, we briefly review Monte Carlo localization. In section III, we introduce the SAMCL algorithm. Experiment results are presented in section IV and finally some conclusions are given in section V.

II. MONTE CARLO LOCALIZATION

In the probabilistic framework, the localization problem is described as estimating a posterior belief of the robot’s pose at present moment conditioned on the whole history of available data. For mobile robots, the available data are of two types: perceptual data and odometry data [6].

\[
\text{bel}(x_t) = p(x_t | z_{0:t}, u_{1:t}) \tag{1}
\]

Where \( x_t \) is robot’s pose at time \( t \), which is composed by its two-dimensional planar coordinates and its orientation. The belief function \( \text{bel}(x_t) \) represents the density of probability of the pose \( x_t \). The term \( z_{0:t} \) represents all the exteroceptive measurements from time \( \tau = 0 \) to \( \tau = t \) and \( u_{1:t} \) represents control data from time \( \tau = 1 \) to \( \tau = t \).

Equation (1) is transformed by Bayes rule, the Markov assumption and the law of total probability, to obtain the final recursive equation:

\[
\text{bel}(x_t) = \eta \prod_z p(z_t | x_t) \int \prod_z p(x_t | x_{t-1}, u_t) \text{bel}(x_{t-1}) dx_{t-1} \tag{2}
\]

where \( \eta \) is a normalization constant that ensures \( \text{bel}(x_t) \) to sum up to one. The probability \( p(x_t | x_{t-1}, u_t) \) is called the prediction model or the motion model, which denotes the transition of robot state. The probability \( p(z_t | x_t) \) is the correction model or the sensor model, which incorporates sensors information to update robot state.

Different localization approaches represent the posterior \( \text{bel}(x_t) \) in different ways. MCL represents this posterior belief by a set of \( N \) weighted particles distributed according to this posterior [6], [10]:

\[
\text{bel}(x_t) \propto \left\{ \left\{ x_t^{[n]}, \omega_t^{[n]} \right\} \right\}_{n=1, \ldots, N} \tag{3}
\]

here \( x_t^{[n]} \) is a particle that represents a hypothesized pose of robot at time \( t \). The non-negative numerical parameter \( \omega_t^{[n]} \) is the importance factor which gives a weight to each particle. The initial belief \( \text{bel}(x_0) \) may be represented by particles drawn according to a uniform distribution over the state space if the initial pose of the robot is unknown, or by particles drawn from a Gaussian distribution centered on the correct pose if the initial pose is known approximately.

III. THE SAMCL ALGORITHM

The SAMCL algorithm can solve efficiently all the three sub-problems of localization together. The whole process is illustrated in Fig. 1. SAMCL is implemented in three steps: (1) Pre-caching the map, (2) Calculating SER, (3) Localization. The first step is executed off line, the other two steps are run on line.

![Fig. 1. The process of the SAMCL algorithm.](image)

A. Pre-caching the Map

In the localization problem, the map is supposed to be known by the robot. Hence, a main idea is to decompose the given map into grid and to pre-compute measurements for each grid cell. Our pre-caching technique decomposes the state space into two types of grids.
Three-dimensional grid ($G_{3D}$). It includes planar coordinates and the orientation. Each grid cell is seen as a pseudo-robot that perceives the environment and stores these measurements. When SAMCL is implemented, instead of computing measurements of the map for each particle on line, the particle is matched with the nearest grid cell and then simulated perceptions stored in this cell are assigned to the particle. Measurements are pre-cached off line, hence the pre-caching technique reduces the on-line computational burden. Obviously, the precision of the map describing depends on the resolution of the grid.

Two-dimensional energy grid ($G_E$). In this grid, each grid cell pre-computes and stores its energy. Energy is the total information of measurements. For distance sensors, we define $i^{th}$ sensor’s energy as $1 - d_i/d_{\text{max}}$, $d_i$ is the measurement of $i^{th}$ sensor and $d_{\text{max}}$ is the maximum distance that sensors are able to “see”. Then we calculate the sum of energy of all the sensors. The advantage of using total energy of all the sensors is no need to consider the orientation of the robot, thus we can reduce one-dimensional calculation. Please note that we can calculate the sum of energy to reduce one-dimensional calculation based on an assumption that the robot has a circular or quasi-circular body and sensors are distributed uniformly around its circumference. If a robot has non-circular body or non-uniformly distributed sensors, it will obtain different energy at the same location but different orientation. Hence, we have to consider the orientation when we use these robots. These grid cells nearby obstacles will have larger energy than those in the free space. The inputs of this step are the map $M$. The outputs are a three-dimensional grid ($G_{3D}$) and a two-dimensional energy grid ($G_E$). The process of calculating energy for grid cells is shown in Alg. 1. Here $\tilde{a}_i(k)$ represents energy of the $i^{th}$ sensor of the $k^{th}$ cell, $\tilde{E}(k)$ is total energy of the $I$ sensors of the $k^{th}$ grid cell. In line 6, we normalize total energy $\tilde{E}(k)$. Like this, energy $\tilde{a}_i(k)$ and total energy $\tilde{E}(k)$ has the same value interval $[0, 1]$ as probability density. This energy grid is used to calculate SER that will be presented in Section III-B.

![Fig. 2. SER when the robot is in the corridor (a) and in the corner (b).](image)

The inputs of this step are the energy grid $G_E$ obtained offline in the pre-caching phase and the range measurements of the robot at time $t$. The output is SER. In Alg. 2, $a_i$ represents energy of the $i^{th}$ sensor of the real robot, $E$ is total energy of the $I$ sensors of the real robot, which is normalized in line 5. $\delta$ is a given threshold that determines the size of SER.

\begin{algorithm}
\begin{algorithmic}
  \State for all the distance sensors $i \in \{1, \ldots, I\}$, each measurement $d_i < d_{\text{max}}$ do
  \State $\tilde{a}_i(k) = 1 - d_i/d_{\text{max}}$
  \State $\tilde{E}(k) = \sum_{i=1}^{I} \tilde{a}_i(k)$
  \State end for
  \State normalize $\tilde{E}(k) = \frac{1}{I} \tilde{E}(k)$
\end{algorithmic}
\end{algorithm}

Algorithm 1: Calculating energy for each grid cell

B. Calculating SER

Similar energy region (SER) is defined as a subset of $G_E$. Grid cells in SER have similar energy with the robot. SER may be seen as the candidate region for sampling, in which particles have higher probability. Information provided by SER is used to match the position of the robot, such as the robot is in the corridor or in the corner, is nearby obstacles or in the free space. Fig 2 shows SER when the real robot is located in a corridor (a) and in a corner (b). To distribute global samples, SER provides a priori choice. Obviously, sampling in SER is more efficient than sampling stochastically in the entire map. Especially, if the robot is in a distinct region such as Fig. 2(b), the advantage of sampling in SER is more significant.
measuring the probabilities of particles. If the maximum of probabilities of particles is less than a threshold, the robot will deduce that it has been kidnapped.

The inputs of the last step are the particle set \( X_{t-1} \), motion control \( u_t \), measurements \( z_t \), the three-dimensional grid \( G_{3D} \) and SER. Its output is the particle set \( X_t \). The SAMCL algorithm is summarized in Alg. 3. \( N_T \) denotes the total number of particles used in this algorithm, \( N_G \) is the number of global samples distributed in SER, and \( N_L \) denotes the number of local samples used for tracking the robot. We explain this algorithm in five parts.

**Part1:** sampling total particles. Line 2 generates a particle \( x_t^{[n]} \) for time \( t \) based on the particle \( x_{t-1}^{[n]} \) and the control \( u_t \). Line 3 determines the importance weight of that particle. Particularly, measurements of the particle are searched in \( G_{3D} \).

**Part2:** determining the size of the global sample set and the local sample set. It distributes the number of global samples and local samples according to the maximum of importance factors \( \omega_t \). If \( \omega_t^{max} \) is less than the threshold \( \xi \), we assume the robot is kidnapped, part of particles \( N_G \) are divided as global samples. If not, all the particles are local samples. \( \alpha \) determines the ratio of global samples and local samples. The reason why we do not use all the particles as global samples is that the robot may mistakenly believe that it is kidnapped. This more often occurs in incomplete maps. Keeping part of local samples can reduce this mistake. \( \xi \) is a sensitive coefficient, which determines the sensitivity of SAMCL. The greater \( \xi \) may make robot more sensitive to kidnapping, but on the other hand the robot mistakes more frequently.

**Part3:** resampling local samples. It is the operation to resample local samples that is identical to regular MCL. At the beginning, importance factors \( \omega_t \) are normalized. Local samples are drawn by incorporating the importance weights.

**Part4:** drawing global samples. A real trick of the SAMCL algorithm is in part 4, global samples are distributed in SER with a uniform distribution. The advantage of sampling in SER is more efficient. This part is only executed when the robot considers itself to be kidnapped.

**Part5:** combining two particle sets. At last, local sample set \( X_t^L \) and global sample set \( X_t^G \) are combined. The new sample set \( X_t \) will be used in the next iteration.

**IV. Experiments**

The SAMCL algorithm described in this paper has been tested with a Pioneer 3-DX mobile robot in a real office environment. The robot has an onboard laptop with 1.06GHz Intel Core 2 Solo U2100 CPU and 1024M of RAM, and SAMCL is implemented with MATLAB. The experiment environment is the first floor of our laboratory. Fig. 3 shows the ground plan and the expected trajectory. The robot should follow this trajectory and go around in the corridor. The real environment of this corridor is shown in pictures. There are several unmodeled obstacles in the corridor, such as cabinets and tables (see pictures A and B of Fig. 3). We use this incomplete map to test the robustness of our algorithm.

### Algorithm 3: The SAMCL algorithm

**Sampling total particles**

1: for \( n = 1 \) to \( N_T \) do
2: \( \text{generate a particle } x_t^{[n]} \propto p \left( x_t^{[n]} \mid x_{t-1}^{[n]}, u_t \right) \)
3: calculate importance factor \( \omega_t^{[n]} = p \left( z_t \mid x_t^{[n]}, G_{3D} \right) \)
4: end for

**Determining the size of the global sample set and the local sample set**

1: if \( \omega_t^{max} < \xi \) then
2: \( N_L = \alpha \cdot N_T \)
3: else
4: \( N_L = N_T \)
5: end if
6: \( N_G = N_T - N_L \)

**Resampling local samples**

1: normalize \( \omega_t \)
2: for \( n = 1 \) to \( N_L \) do
3: draw \( x_t^{[n], L} \) with distribution \( \omega_t^{[n]} \)
4: add \( x_t^{[n], L} \) to \( X_t^L \)
5: end for

**Drawing global samples**

1: for \( n = 1 \) to \( N_G \) do
2: draw \( x_t^{[n], G} \) with uniform distribution in SER
3: add \( x_t^{[n], G} \) to \( X_t^G \)
4: end for

**Combining two particle sets**

1: \( X_t = X_t^L \cup X_t^G \)
2: return \( X_t \)

SAMCL inherits the advantage of MCL, so it can treat these unmodeled obstacles as sensors noise. Because our map is quasi-symmetrical, to recover from kidnapping in this map is more difficult. The resolution of the three-dimensional grid \( G_{3D} \) is \( 0.2m \times 0.2m \times pi/32 \) and the resolution of the energy grid \( G_E \) is \( 0.2m \times 0.2m \) in our experiments. The size of the experiment map is about \( 25m \times 10m \).

Two experiments were performed (see the video attached to this paper). The first one aimed at testing the ability of global localization and the robustness of the SAMCL algorithm by adding artificial errors to wheel encoder reading. The second one focused on testing the ability of recovering from kidnapping. In order to get reliable statistical results, each experiment was repeated 20 times.

**A. Global Localization with Artificial Errors**

In the first experiment the robot would localize itself with unfaithful odometry. In practice, these enormous errors of odometry are often caused by wheels sliding on the slippery ground or by the robot passing the concave-convex road. In order to simulate coarse odometry, we added about 27% artificial errors to each wheel. Because of testing the ability of localization, the sensitive coefficient \( \xi \) was given a low sensitive value.
The localization result is illustrated in Fig. 4, line A and line B represent the trajectories of the weighted average of particles and odometry, respectively. The weighted average of particles is obtained by\[ x_t = \sum_{n=1}^{N} x_t^{[n]} \cdot \omega_t^{[n]} \]. As we can see, odometry has totally lost because of gradually accumulated errors. On the contrary, SAMCL still gives a good localization result. Average errors of final poses of localization and odometry are shown in Table I.

### TABLE I
**AVERAGE ERRORS OF THE FINAL POSE OF GLOBAL LOCALIZATION WITH ARTIFICIAL ERRORS**

<table>
<thead>
<tr>
<th></th>
<th>( x )</th>
<th>( y )</th>
<th>( \theta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Localization</td>
<td>0.469m</td>
<td>0.031m</td>
<td>17.1°</td>
</tr>
<tr>
<td>Odometry</td>
<td>6.353m</td>
<td>7.301m</td>
<td>72.5°</td>
</tr>
</tbody>
</table>

### B. Kidnapping

The second experiment demonstrates the ability of the SAMCL algorithm to recover from kidnapping, which is the most difficult issue. We kidnapped the robot at the beginning of the trajectory after particles converging. Put differently, after the robot was well localized, we took it to about 7m far away in its moving direction. Moreover, we added about 27% artificial errors to each wheel. In order to make the robot find kidnapping more quickly, the sensitive coefficient \( \xi \) was given a medium sensitive value.

Fig. 5 illustrates the distribution of the self-adaptive sample set during the process of recovering from kidnapping. In the beginning, the robot is well localized as shown in Fig. 5(a). Then the robot is kidnapped from position A to position B (position B is about 7m far away from position A in the moving direction of the robot). Next, kidnapping brings on probabilities of particles reducing, when the maximum of probabilities is less than \( \xi \), global samples are divided and distributed in SER, as shown in Fig. 5(b). The robot moves forward and perceives the environment. Because of the quasisymmetry of environment, SAMCL gives out three probable poses of the robot after resampling, depicted in Fig. 5(c). The robot continues to move and perceive, SAMCL discards two probable poses and confirms the correct pose of robot, shown in Fig. 5(d).

### TABLE II
**AVERAGE ERRORS OF THE FINAL POSE OF KIDNAPPING**

<table>
<thead>
<tr>
<th></th>
<th>( x )</th>
<th>( y )</th>
<th>( \theta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Localization</td>
<td>0.605m</td>
<td>0.076m</td>
<td>13.2°</td>
</tr>
<tr>
<td>Odometry</td>
<td>5.6728m</td>
<td>5.017m</td>
<td>45.3°</td>
</tr>
</tbody>
</table>
Fig. 6. The result of kidnapping. Trajectories are decomposed to X-axis (a) and Y-axis (b). Line A and line B depict the trajectories of the weighted average of particles and odometry, respectively.

C. Comparisons

Results of this part are obtained by simulation. Fig. 7 shows the success rate of recovering from kidnapping as a function of the number of particles. The success rate increases with the number of particles, both for sampling in SER and for sampling randomly. However, with the same size particle set, the success rate of sampling in SER is much higher than sampling randomly. For example, when using 300 particles, the success rate of sampling in SER may achieve to 33%, while this rate of sampling randomly is only 11%. To reach the same success rate, sampling randomly has to use 900 particles, while using 900 particles, the success rate of sampling in SER has achieved to 91%.

![Graph showing success rate vs. number of particles](image)

Fig. 7. The success rate of recovering from kidnapping as a function of the number of particles.

V. CONCLUSIONS

In this paper, we proposed an improved Monte Carlo localization with self-adaptive samples (SAMCL) to solve the localization problem. This algorithm inherits all the advantages of MCL, moreover it improves in several aspects. SAMCL employs an off-line pre-caching technique to solve the expensive on-line computational cost problem of regular MCL. We define Similar Energy Region (SER) in this paper. SER provides a priori information of the robot’s pose. Hence sampling in SER is more efficient than sampling randomly in the entire environment. Because of using self-adaptive samples, SAMCL can deal with the kidnapped robot problem as well as position tracking and global localization.

We designed two experiments to verify the validity of the SAMCL algorithm. The first one achieved global localization even by adding artificial errors to wheel encoder reading. The second one confirmed the ability of recovering from kidnapping. The simulation results show the success rate of sampling in SER is much higher than sampling randomly with the same size of particle set.

The future work would address to the issue of applying the SAMCL algorithm in the multi-robot localization problem.
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