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Abstract— Model-based approaches in recognition and plan-
ning of robots work effectively, and these approaches can apply
to model-less situation using autonomous model construction
by an agent. There are problems about segmentation or shape
fitting of various objects with different scales or shapes. In
this paper, we construct a Head-mounted 3D multi sensor
for 3D environment modeling and propose a method of 3D
reconstruction for various objects using intentional behavior of
human.

I. INTRODUCTION

In recent years, the growth of robot technology is remark-

able; many robots have humanlike manipulation and motion

capabilities as like humanoids and can work both moving

tasks and handling tasks. Robots working several different

tasks need different levels or scales about recognition for

each task. Especially in daily-life environment, moving tasks

in room and handling tasks of hand-held objects are de-

manded and models are necessary for these tasks, but room

environment and hand-held objects have different scales and

tolerance, so there is different means of results in spite

of same mathematical solution can be applied. So there

are needs for modeling approach manageable different tasks

comprehensively.

We define a Daily-life environment modeling; translation

to inner representation of computers about various objects in

daily-life environment using measurement by sensors. Mod-

eling approach of real environment is useful for applications

about recognition or planning, but traditionally those are

based on manual measurement or transformation by human.

In this research, we attempt to autonomous modeling by 3D

measurements.

A big problem of automating in modeling is daily-life

environment is constructed by various objects which have

different scales or shapes. In this research, we propose an

approach using physical intervention by human to separate

object from environment and make attention to object, and

construct Head-mounted 3D multi sensors that can measure

both human behavior and 3D environment. In recent research

Kojima et. al [1] proposed a method of estimation joints

or movable parts of known furnitures supported by human

manipulation, we extend this solution to create models thme-

selves with shape information. We also propose a method

of solid modeling using hypothesis from category of object,

and present about some methods: pose estimation of sensor,

measurement 3D objects, and shape fitting for hypothesis.
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This paper is constructed as follows: related works are

described in next section. Construction about head-mounted

3D multi sensor is described in section III. Daily-life environ-

ment modeling approach is explained in section IV. Results

about modeling experimentations are shown in section V.

Finally section VI concludes this paper.

II. RELATED WORKS

A. 3D MODELING

There are many approaches proposed about 3D object

modeling. For example,factorization [2] is mathematical re-

construction methods in computer vision. Plane segment

finder [3] is boundary fitting approach using stereo vision.

There are also approaches about solid model fitting to

generalized cylinder [4] and ACRONYM [5]. But identity

or physical boundary of objects can not recognize only from

shape information. Modeling approach for recognition about

attention and model identification is needed.

Differences of modeling representation are caused by

demand for ability of aplication. E.g. MonoSLAM[6],

Photosynth[7]using Snavely’s approach[8], and VideoEn-

hancement by Bhat et. al. [9] represent 3D information as

3D point cloud. In MonoSLAM aproach they attach impor-

tance to estimate continuous camera poses. Photosynhth and

VideoEnhancement aim to image rendering from sparse 3D

information. These approaches have no consideration about

reuse memorized 3D information to recognize identity of ob-

jects. On the other hand, view-based approach [10] realized

to reuse visual information by memorize images with no 3D

information. This suggests images and visual features are

essential to reuse object models. It is necessarynot only 3D

shape information but visual features to models.

B. RECOGNITION OF HUMAN BEHAVIOR

Intentional sensing [11] is an approach to switch a pre-

condition about sensing by recognize human intention. For

recognize intention, sensors must be able to observe human

behavior. Observation approach about human behavior, e.g.

robotic room [12] embedded sensors in environment, is

observe from third person viewing. Human behavior obser-

vation approaches from external sensors have advantage to

recognize whole body behavior, but intention or attention

of human can be observed indirect, it must be observed by

behavior estimation. On the other hand, wearable sensors can

observe directly intention by sharing attention with equipped

human. Especially, head-mounted camera provides an equiv-

alent viewing of humans, so it can observe automatically

handling or noticed object by human.
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is applied to all points of P ′

0
and P1, and the matching

point exists when distance between current point and nearest

neighbor di is below constancy. This calculation apply to

P1 similarly. If assuming the number of points where the

matching point exists to be a likelihood, it is possible to

catch with a plane search that maximizes the likelihood Thus

likelihood vx of symmetric plane Lx with Pa is:

vx =

p
∑

Pa

{

1 (di ≈ 0)
0 (otherwise)

. (6)

:P0

:P1

:P0’di

Lx

Fig. 2. Planar symmetric likelihood

D. RECTANGLE DETECTION

After deciding base coordinate using plane segment finder

and symmetric segment finder, we apply rectangle detection

to 3D points to detect a face composing cube. Fig. 3 shows

an image of rectangle detection. Likelihood vrect of rectangle

and points P is defined as:

vrect =

N
∑

i=0

exp(−0.02d2

i ). (7)

where N is a number of P , (x, y) is center of rectangle,

w, h are width and height of rectangle. Rectangle fitting is

realized using particle filter that maximize the likelihood

vrect with parameters (x, y, w, h).

Fig. 3. image of rectangle detection

V. MODELING EXPERIMENTATION IN DAILY

LIFE ENVIRONMENT

In this section, we present some experimentation and

evaluation about proposed modeling methods for different

objects in daily-life environment. Methods of modeling are

switched from intention notified using remote controller.

A. ROOM AND DOOR ESTIMATION

We propose a method of model construction of room

and door. Fig. 4 shows the algorithm of method. Images

of experiment are shown in Fig. 5.

Firstly, we obtain an outward form of a room. A size of

room is estimated by detecting walls on all sides when room

is defined as a large cube. Human faces for each wall as

sequence of obtaining all sides walls. Sensor direction is

obtained from magnetic azimuth and gravity vector, and all

range data are projected on 2D ground plane. If walls of

another side are detected simultaneous, walls can registry.

An accerelation vector and a horizontal laser range finder

are used in wall detection. Range data considered slant of

sensor system can be obtained when human is stopped and

gravity vector is estimated using acceleration vector from

motion sensor. Walls estimated by robust line fitting to laser

range data. In this experiment human stands on near center

of a room, and room size can be estimated by estimate walls

on all sides sequentially. In this expreiment, estimated size

of room is 9680× 5040[mm], this includes about 1% errors

from ground truth 9750 × 5000[mm].

Secondly, we construct a model of door. When door is

closed, door is cannot detected because the door is buried

in the wall. Thus we propose a method using opening door

behavior of human. We apply door size estimation. A door

should be opened for door estimation. In our method, door

is estimated by measurement with facing to opened door. It

consider to difficult about estimation using images because

of door is constructed plate, has sparse texture, and is larger

than human. So estimation method uses laser range finder

similarly to room. Fig. 6 (a) shows constructed door model.

Estimated size of door is 802 × 2350[mm], includes about

2% error from ground truth 800 × 2320[mm].

Thirdly we propose a method of estimation knob position

and addition to constructed door. Knob’s precondition is to

handle by human hand, thus knob position considered from

hand detection using measurement of handling behavior. At

this time, there is problem about which side is fixed edge.

Knob’s position must be opposite side from fixed side, so

fixed side is considered by knob positioning simultaneous.

In our method, knob’s position related with door is estimated

by registration with fixed side and bottom edge after knob

estimation using hand position detection. Fig. 6 (b) shows

a result of knob positioning. In this experiment estimated

height of knob is 1060[mm] includes over 100[mm] from

ground truth 920[mm]. It considered a hand position shift to

upper because a part of arm is included hand region in hand

detection.

Finally relative positioning between door and wall is

needed because door is fixed to wall. Fixed position of door

is estimated using registration door with wall. When door is

opened, space that is same size of door appears in wall, so

door position is estimated by measuring space. However, we

must consider about fixed side of door and opening direction

of door. When door open to outside of the room there is no

problem, but door open to inside of the room, wall detection
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