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Abstract—In this work a multimodal head-mounted device for the assessment of social orienting behavior in children between 12 and 24 months is presented. The device is specifically designed to be used in poorly structured and uncontrolled environments such as day-care centers. Accordingly, a calibration procedure is described which fully exploits the multimodal approach and which is particularly suitable for an ecological assessment.

I. INTRODUCTION

Human sensory-motor system develops during the first 22 months of age and represents a lifelong neurological foundation for the basic information processing of the brain, which supports social and cognitive development [16], [17]. Losses in the perception, processing, integration and interpretation of sensory information will automatically create serious functional problems and alterations in the development of higher cognitive and social skills [18]. In the domains of sensory-motor system a crucial role is played by the sensory-integration system. Over the past years, increasing research effort has been devoted to the study of multisensory interactions and their role for attention, perception, memory and behavior [19]. Dysfunctions of Sensory Integration (DSI) are Central Nervous System disorders characterized by imbalance among the primary sensations of sight, hearing, touch, taste, or smell, but also vestibular and proprioceptive senses [21]. Poor sensory integration has long been addressed as a cause of motor and social problems in developmental disorders such as Autism Spectrum Disorders (ASD) [20]. The most common characteristics of autism are absence or insufficiency of smiling, laughing, eye contact, limited communication abilities, insistence of routines and sameness, repetitive play, difficulties in pretending play, challenges in interacting with pairs. Failure in orienting towards occurring social stimuli (i.e. facial expressions, speech, gesture) represents one of the earliest and most basic social impairments in autism and may contribute to the later-emerging social and communicative impairments [22]. Early social exchanges require rapid shifting of attention between different stimuli. Because of motivational mechanisms or because social stimuli are complex, variable, unpredictable, children with autism may have difficulty integrating, processing and representing such stimuli, and therefore their attention is not naturally drawn to such stimuli. Impairments in social orienting can alter the developmental pathway of young children by depriving them of appropriate social stimulation [24]. In order to increase the probability of success of reeducation and/or rehabilitation therapies of children with ASD it is crucial to make a diagnosis at a very early age. Technologies now available for early diagnosis provide accurate measurements, they require well-controlled and highly structured environments (i.e., laboratories), artificial environments that can intimidate children and lead to diagnostic artifacts.

In this paper we present the Audio-Visuo-Vestibular Cap (AVVC) which is one of the diagnostic device developed within the TACT (Thought in Action) research Project, financed by the European Union's NEST/Adventure Program [23]. The AVVC is designed to assess sensory integration in social orienting behavior in very young children, from 12 to 24 months of age. It is a multimodal device which allows to monitor at the same time gaze, hearing and head orientation. Multimodality and semiautomatic data analysis are the main technological solutions proposed with the AVVC for the assessment of children behaviors in ecological environments.

This paper is structured as follows: in Section II the state of the art of current technologies for behavioral studies is presented; in Section III the functional and technical specifications for the AVVC device, the experimental scenario, and the system of processing are described in detail; the calibration procedure for the AVVC is explained in Section IV, preliminary data on experimental sessions in a day care centre are shown in Section V, Section VI reports the conclusion.

II. STATE OF THE ART

Current technologies used for sensory motor integration (in particular vision, auditory and motor systems) investigation are more often unimodal, meaning that only one feature is constantly monitored. Stereophotogrammetric systems, such as Motion Capture System from Vicon, based on optical devices and markers attached on the body are among the most popular devices used for gait and posture tracking. These systems have a high accuracy and they are useful to capture fast motion data for analysis. However, they have the drawback of being expensive and sensitive to environments. They also need a lot of data processing work. Hearing loss and lack of response to auditory stimuli are monitored with ABR (Auditory Brain Responses) audiometry [14] and OAE (otoacoustic emissions) tests [15],
both the methodologies are implemented in specialized clinical centre and hospitals and therefore they are not directly available to continuously monitor the development of hearing functions. Several technologies, then, exists for recording eye movements. Magnetic scleral search coil [12] is the standard research technique providing the highest spatial and temporal resolution, and it can also detect torsional components, but it is limited to a clinical setting due to discomfort, limited recording time and risk of corneal abrasion or lead breakage. The requirements to stay in the centre of the magnetic field precludes the use of search coils during many natural activities. The standard clinical method for recording of eye movements is the electro-oculography, which allows also measurements with closed eyes but it suffers from low resolution, drift, noise, poor vertical measurements, and motion and EMG artefacts that limit its use during locomotion and other natural activities [1].

The most popular methods are IR oculography and video oculography. The first one uses infrared (IR) lighting to illuminate the pupil and then extract the eye orientation by triangulation of the IR spotlight reflections or others geometrical properties [13]. The major drawbacks of this methodology are the limited linear range, the complicated and time-consuming installation and calibration procedures and poor mechanical stability of the transducer with respect to the eye. Video oculography is an image-based method. There exists external video trackers systems, such as, the Tobii eye tracker, which are not wearable and thus, constrain considerably the experimental setup while being very sensitive to head movements. Other examples are described in details in [2-7]. These devices, however, are suited for adults, being too heavy and large for a child. A new head-mounted camera, the Wearcam [8], recently developed by the LASA of Ecole Politechnique de Lausanne (within the TACT project too), is specifically designed for children aged between 6 months and 18 months, to be used in a free-play environment. It films the frontal field of view of the child and a small mirror protruding from the bottom part of the camera reflects the eye portion of the wearer's face [9]-[10]. Compared to the state of the art the performance of the Wearcam seems very low; however it is suitable for data coming from unconstrained environments where the amount of movements or the quality of the image cannot be kept under check. Despite the presented technologies, the AVVC device offers a multimodal approach to systematic diagnosis of early social attention impairments. During experimental sessions, based on social interaction in ecological environments, it can collect several information about the child's behaviors. It works like an artificial audio-visuo-vestibular system that can detect sound sources close to the child, child's head orientation, his eyes movements and his facial expressions.

III. THE AVVC DEVICE

A. Functional and technical specifications

The AVVC device is designed in agreement with the following three principles: 1) non-obtrusivity; 2) minimally structured and ecological operating environments; 3) multimodality. The first one assures suitability for continuous monitoring without being distressful or obtrusive for children; this sets technical constraints for the design of the device, such as small in size, lightweight, and portability. The second one points out the field of application of the device, that is in unstructured home-like situations, which differs from laboratories and clinical centers environments. The third one stresses the demand for a complete and integrated analysis of the child behaviors from multiple point of views (i.e. different sensory features) at the same time. Other constraints on the design of the AVVC are associated to the processing system. Current tools ([32-33]) for coding videos and screening of recorded data result tedious and time consuming. Huge amount of data can arise from the collection of multimodal information. The aim of the AVVC is to provide a device able to acquire multimodal data and process them with automatic or at least semiautomatic modality. Therefore, simple and robust algorithms are required both for low level processing of the signals provided by each sensor and for data integration processing.

B. Experimental Scenario

The experimental scenario, that stimulate the child to perform clinically relevant sensory-motor tasks (i.e. orienting behaviors and attention tasks) has been designed, within TACT project, by Gunilla Stenberg of Uppsala University. It takes place in a room of a daycare center. The child is sitting on a chair, and two caregivers are sitting next to him/her, each one at the opposite side of a desk. In a first phase each caregiver, alternately, explains to the child what he is going to do. In a second phase each caregiver puts an object (three colored blocks, positioned one at a time) on the table in front of the child but far enough from the child avoiding he can reach it. The aim of the protocol is to investigate shifts in attention of the child from the object to the caregiver and vice versa, in presence or absence of speech. The child is expected to perform the following actions: i) look at the person who is speaking; ii) look at the person who is acting; iii) look at the objects on the table. The AVVC device, mounted on the child's head has to be able to localize the active sound source, that is the voice of the speaking caregiver, to detect the head orientation of the child and his gaze catching the 'child's point of view'.

C. Hardware and software design

For reasons, above specified, the cap is equipped with three different kinds of sensors (Fig. 1):

- a magneto/inertial sensor, sensitive to the orientation of the head in the space, which works like a vestibular system;
- a webcam, called eye-cam, able to detect both slow eye movements and facial expressions of the child;
- a pair of omni-directional microphones to binaurally (stereo) record sounds occurring around the child.

The sensors can be easily moved from one cap to another which better fits the cranial circumference of the child.
Inertial/magnetic technology [25] for motion capture has been chosen for several reasons: it is sourceless, it relies solely upon gravitational and geomagnetic fields that are ubiquitously present on Earth and does not require additional field sources; it is available in compact packages, limited in dimension and weight; moreover such systems are easy to calibrate and low cost respect to other motion tracking systems. The main drawback of this technology is the sensitivity to external magnetic fields (i.e. mobile phones, power stations, etc.), however, it is plausible to assume that in the environments in which the AVVC is designed to be applied (daycare centers) electro/magnetic interferences are limited. The head tracker (MTx, Xsens Technologies B.V.), mounted on the top of the cap with velcro bands, transduces head orientation (azimuth, elevation, roll) in 3 dimension at a frequency of 100 Hz, with a dynamic range of all angles in 3D and angular resolution of 0.01° RMS.

Unexpensiveness, light weight, dimensions, and quality of modern day webcams allowing them to be used for eye-tracking have driven us to choose them for our purpose. The eye-cam is composed of a 1/3” CMOS sensor, with a resolution of 640x480 and a frame rate of 30 frames per second. It is positioned on the peak of the cap through an ad hoc light rubber support, designed to hold the camera at a distance of about 10 cm from the face of the child, interfering as less as possible with his field of view, and enabling manual setting of the orientation of the eye-cam. The eye-cam sensor points to the face of the child and it has been provided with a mini-objective of 2.5 mm focal length (Model RE-025S) in order to cover a field of view (the diagonal FOV is 84° for an average of 57° and 71° vertically and horizontally respectively), corresponding a face dimension of 12x15 cm.

Localization of the speaking voice is achieved by processing the signals from two microphones. The two microphones (MKE 2-ew Gold, Lavalier) are fixed to the cap with clips each one in correspondence of the two ears in order to simulate binaural hearing. The audio signal acquisition frequency is set to 44100 Hz, so as to cover an interval of frequencies from 0 to the Nyquist frequency 22050 Hz, in which is contained the frequency range of human auditory perception (20-20000 Hz). Quantization is set to 16-bit per sample, which provides a dynamic interval of 96 dB, close to human ear dynamic range.

All the sensors on the AVVC send data to a PC via USB, which means that the AVVC is still a wired device. The cables are connected together in correspondence of the back of the cap, before being plugged into the PC. The drawback of the wires is that the AVVC cannot be still used in free-play situations, in which the child can move freely, but he has to sit on a chair during experimental sessions. On the other hand, the advantage of having a wired device is that it is lightweight and it does not require external and cumbersome batteries to energize the sensors. The AVVC device is, therefore, adequate to monitor one-to-one interaction during typical diagnosis tests [11] and in particular is suitable for the presented experimental scenario.

The low level processing of the data is made by processing separately the signals from the three sensors. The head rotation angle in the horizontal plane (head azimuth, ψ) is extracted by performing some computations on the rotation matrix provided by the magneto/inertial sensor. The sensor calculates the orientation between the sensor coordinate system, H, in agreement with the head, and a fixed reference coordinate system, O. The fixed reference coordinate system used is defined as a right handed Cartesian coordinate system with:

- X positive when pointing in the direction of the nose of the wearer.
- Y according to right handed co-ordinates.
- Z positive when pointing up.

The output provided by the sensor is in form of rotation matrix, \( \mathbf{R}_{OH} \) (1), interpreted as the unit-vector components of the sensor coordinate system \( \mathbf{H} \) expressed in \( \mathbf{O} \). The columns of the matrix \( \mathbf{R}_{OH} \) are the unit vectors of \( \mathbf{H} \).

\[
\mathbf{R}_{OH} = \begin{bmatrix} X_H & Y_H & Z_H \end{bmatrix} = \begin{bmatrix} x_H x_o & y_H x_o & z_H x_o \\ x_H y_o & y_H y_o & z_H y_o \\ x_H z_o & y_H z_o & z_H z_o \end{bmatrix} \tag{1}
\]

The azimuth of the head lies on the xy-plane of the fixed reference co-ordinate system and it is defined as the angle between the unit vector \( \mathbf{X}_O \) of the fixed reference coordinate system and the vector \( \mathbf{P} \), projection of the \( \mathbf{X}_H \) vector on the xy-plane of the fixed reference co-ordinate system. The vector \( \mathbf{P} \) is the column vector defined as:

\[
\begin{bmatrix} x_p \\ y_p \\ \theta \end{bmatrix} = \begin{bmatrix} \cos(\theta) \cos(\psi) \\ \cos(\theta) \sin(\psi) \\ 0 \end{bmatrix} \tag{2}
\]

The first two elements of the vector \( \mathbf{P} \) are the first components of the unit vector \( \mathbf{X}_H \) of the rotation matrix, where \( \theta \) is the pitch, describing rotations around the axis \( \mathbf{Y}_O \), and \( \psi \) is the yaw, describing rotations around the axis \( \mathbf{Z}_O \). The azimuth of the head corresponds to the yaw and it is obtained by the trigonometric function \( \text{arctan2}(y, x) \), where \( x \) and \( y \) are real arguments and not both equal to zero.

\[
\psi = \text{arctan2}(y, x) = 2 \text{arctan} \left( \frac{y}{\sqrt{y^2 + x^2} + x} \right) \tag{3}
\]
By substituting the arguments x and y with the first two components of the vector \( \mathbf{P} \), the head azimuth is estimated in the range \((-\pi, \pi]\):

\[
\psi = 2 \arctan \frac{\sin(\psi)}{1 + \cos(\psi)}
\]  

(4)

The signals provided by the two microphones are used to compute sound localization in the horizontal plane. Assuming that the distance between each observation point and the sound source is different, the sound waves produced by the source will arrive at the observation points at different time (time difference of arrival, TDOA) due to the finite speed of the sound. Most of the state-of-the-art sound localization systems rely on TDOA estimation [26]. In order to determine the delay in the signal captured by the two microphones, a coherence measure has to be defined. The most common coherence measure is a simple cross-correlation [28] between the signals perceived by the two microphones. Considering windowed frames of \( N \) samples with 50% overlap, the cross-correlation function for a single frame is expressed by:

\[
R_y(\tau) = \sum_{n=0}^{N-\tau} x_i[n] x_j[n-\tau]
\]

(5)

where \( x_i[n] \) and \( x_j[n] \) are the signals received by microphone \( i \) and microphone \( j \), \( \theta \) is the correlation lag in samples (equally distributed from -1 and 1 ms, which means in samples -44 < \( \pi \) < 44). In order to reduce the computational load from a complexity of \( O(N^2) \) to a complexity of \( O(N \log N) \) the inverse Fourier transform of the cross-spectrum is computed:

\[
R_y(\tau) \approx \sum_{k=0}^{N-1} X[k] X^*[k] e^{j2\pi \frac{k \tau}{N}}
\]

(6)

where \( X[k] \) is the discrete Fourier transform of \( x_i[n] \) and \( X[k] X^*[k] \) is the cross-power spectrum of \( x_i[n] \) and \( x_j[n] \). The drawback is that (6) is strictly dependent on the statistical properties of the source signal. Since most signals, including voice, are generally low-pass, the correlation between adjacent samples is high and generates cross-correlation peaks that can be very wide. The problem of wide cross-correlation peak can be solved by whitening the spectrum of the signal prior to compute the cross-correlation [29]. The resulting whitened cross-correlation, also commonly referred to as Phase Transform (PHAT) technique, is:

\[
R_y^{\text{PHAT}}(\tau) \approx \frac{1}{N} \sum_{k=0}^{N-1} X[k] X^*[k] e^{j2\pi \frac{k \tau}{N}}
\]

(7)

This approach allows to only take the phase of \( X[k] \) into account, narrowing the wide maxima caused by the correlation between the received signals; it does not require any knowledge about the spectrum of the microphone dependent noises and shows good performance in low-noise, reverberative environments [30]-[31].

Although there exists more robust and accurate algorithms for sound localization, the PHAT algorithm has been chosen because of its simplicity and lower complexity. The TDOA, \( \Delta T_{12} \), for each time frame, between the two microphones, can be found by locating the peak in the cross-correlation function:

\[
\Delta T_{12} = \arg \max( R_y^{\text{PHAT}}(\tau))
\]

(8)

As the TDOA has been obtained, the sound source location in the horizontal plane can be estimated theoretically by the model described in [27]. This model works well when the wavelength of the sound is higher than the dimensions of the head. For higher frequencies, the wavelength of the sound wave is smaller than the dimension of the head and other factors, such as the shadowing of the head, need to be considered. Moreover the child is free to orient his head in the space and the sound sources nearby the child (i.e. caregivers interacting with him) are not fixed. Thus an in loco calibration procedure (described in Session IV) is needed to correlate an estimated TDOA to a specific angle. The processing of the video recordings for the extraction of the pupil coordinates is not presented in this paper.

IV. THE CALIBRATION PROCEDURE

Two calibration procedures are required to calibrate the AVVC device: the first one is the vestibulo-auditory calibration which relates the estimated TDOA with the binaural azimuth \( (\psi_e) \), that is the angular position of the sound source in the horizontal plane; the second one is the vestibulo-ocular calibration, which allows to derive an angle of orientation of the eyes in the horizontal plane, the visual azimuth \( (\psi_v) \), from the pixel coordinates of the pupil. Both the vestibulo-auditory calibration and the vestibulo-ocular calibration are processes of the artificial sensory-motor integration system. In this paper only the vestibulo-auditory calibration is described, calibration data results for the vestibulo-ocular calibration will be presented separately in a future work.

The experimental set up for mapping of the TDOAs with angular positions of sound sources usually consists of a fixed set of observation points (array of microphones) and a fixed set of sound sources, located in known orientations with respect to the observation points. In an ecological environment, which is poorly structured, the typical experimental set up is difficult to reproduce, especially if the head of the child, where the microphones are mounted, is free to move. The proposed vestibulo-auditory calibration is properly designed for those environments. It exploits the free movements of the child’s head to determine a correlation between the TDOAs and the sound sources directions. During the calibration procedure (Fig.2) the child is sitting on a chair at the long side of a desk while wearing the AVVC device. A caregiver (C1) is sitting in front of him, on the opposite side of the desk, and exhorts the child to orient the head toward a second caregiver (C2). C2 moves in a semicircle in the frontal space of the child, and captures his attention by holding a toy without speaking. C1 represents a fixed sound source in front of the child, while he/she is orienting the head from left to right and viceversa towards the toy. This procedure is peculiar to a setting in which the sound source moves in several positions around a
semicircle and the observation points are fixed in the middle of the semicircle.

Fig. 2. Vestibulo-auditory calibration procedure in a room of the day-care center: C1, caregiver speaking in front of the child, C2, caregiver moving a toy in a semicircle in front of the child.

The calibration curve (Fig. 3) is obtained by correlating the TDOAs estimated by the localization algorithm and the head orientation data provided by the magneto/inertial sensor. The curve shows a linear correlation between TDOAs and angles of rotation.

The gain ($G_b$) and the offset ($O_b$) of the linear fitting are then used to estimate the binaural azimuth, $\psi_b$, according to the following relation:

$$\psi_b = G_b \cdot \text{TDOA} + O_b \quad (9)$$

The knowledge of the binaural azimuth is, then, used to determine the absolute direction of the active sound source $\psi_{\text{voice}}$ (the speaking voice):

$$\psi_{\text{voice}} = \psi_b - \psi_b \quad (10)$$

According to the calibration procedure the sound source is expected to be estimated in a 0° direction, just in front of the child.

V. PRELIMINARY RESULTS

The calibration procedure has been tested on 11 healthy children between 12 and 24 months of age. Here preliminary results from the vestibulo-auditory calibration are presented. The Probability Density Function (PDF) of the sound source direction, $\psi_{\text{voice}}$, estimated for each calibration session, has been fitted using a Gaussian model, with 95% confidence bounds. In Fig. 4 the PDF of the estimated sound source direction for a calibration session is shown. As expected, the probability to find the sound source, the caregiver’s voice, is maximum at about 0° (i.e. in front of the child).

Fig. 4. Probability density function (PDF) of the sound source location estimated during the vestibulo-auditory calibration. Black, raw data, red, Gaussian fit (mean = 0.37°; standard deviation = 16°, $R^2 = 0.98$).

The coefficients (mean and standard deviation) of the fitted PDFs, obtained for each subject, together with the $R$-square coefficients are listed in Table 1. $R$-square coefficients are close to 1 (see Table 1), thus confirming that the estimated sound source distribution is well fitted by a Gaussian process.

<table>
<thead>
<tr>
<th>Subjects</th>
<th>Mean [°]</th>
<th>Std [°]</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.34</td>
<td>17</td>
<td>0.98</td>
</tr>
<tr>
<td>2</td>
<td>0.89</td>
<td>24</td>
<td>0.96</td>
</tr>
<tr>
<td>3</td>
<td>0.23</td>
<td>21</td>
<td>0.97</td>
</tr>
<tr>
<td>4</td>
<td>-0.07</td>
<td>20</td>
<td>0.98</td>
</tr>
<tr>
<td>5</td>
<td>0.02</td>
<td>15</td>
<td>0.99</td>
</tr>
<tr>
<td>6</td>
<td>0.37</td>
<td>16</td>
<td>0.98</td>
</tr>
<tr>
<td>7</td>
<td>-0.01</td>
<td>20</td>
<td>0.99</td>
</tr>
<tr>
<td>8</td>
<td>1.09</td>
<td>18</td>
<td>0.98</td>
</tr>
<tr>
<td>9</td>
<td>0.01</td>
<td>15</td>
<td>0.99</td>
</tr>
<tr>
<td>10</td>
<td>0.09</td>
<td>15</td>
<td>0.98</td>
</tr>
<tr>
<td>11</td>
<td>-0.12</td>
<td>16</td>
<td>0.98</td>
</tr>
</tbody>
</table>

Mean, Standard Deviation (Std) and $R$-square coefficient ($R^2$) of the estimated PDFs are reported for each subject.

A $T$-test on the mean values of the PDFs (see Table 1) shows that there is not a statistically significant discrepancy among the subjects ($p$-value=0.16, $\alpha=0.05$). Also standard deviation values, measure of the width of the bells, are not discrepant ($p$-value=1, $\alpha=0.05$, the mean of standard deviation values is 18°). These first results confirm that the calibration procedure is consistent and reliable. The standard deviation is an index of the accuracy of the system. Compared to the human ability to localize sound source (1°-
5°), the accuracy of the AVVC device is very low. The dispersion of the PDFs is due to several factors: the performance of the algorithm used for sound localization in a noisy and un-controlled environment, such as a day-care centre, the head and trunk movement of the caregiver speaking in front of the child. Although these considerations, the accuracy of the AVVC is satisfactory for the designed experimental scenario in which the two sound sources are located in angular positions higher than 18° respect to the child.

VI. CONCLUSION

In this work a novel device for multimodal behavior assessment for children from 12 to 24 months of age is presented. The AVVC device is designed as an artificial audio-visuo-vestibular system: it can sense, process and integrate signals coming from different sensory channels. This can be useful for early diagnosis of DSI disorders by providing quantitative data on children orienting behavior in social situations (i.e. if and how the child orients to persons, to objects, to voices) and by providing, as a technological solution to the tedious videos coding, a tool for semiautomatic data analysis, which could help to reduce diagnostic time. While the device is less accurate with respect to current technologies for behavioral analysis, it offers the advantage that it can be used in unstructured and ecological environments. The calibration procedure for the device proved to be simple and it can be configured as a sort of a game play with the child. Also, the statistical analysis performed on the collected data showed the consistency and reliability of the designed procedure. We are currently working both for integrating the vestibulo-ocular calibration to the described procedure and for presenting the data collected during the experimental scenario.
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