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Abstract— This paper describes an novel approach towards
linguistic processing for robots through integration of a motion
language module and a natural language module. The motion
language module represents association between symbolized
motion patterns and words. The natural language module
models sentences. The motion language module and the natural
language module are graphically integrated. The integration
allows robots not only to interpret observed motion as a
sentence but also to generate motion with a sentence. This paper
proposes incremental learning algorithm of association between
symbolized motion patterns and words. The incremental learn-
ing is required for robot to autonomously develop the linguistic
skill. The algorithm can be derived from optimization of the
motion language module under stochastic constraints such that
the associative probability of a new training pair composed of
symbolized motion pattern and sentence becomes larger. Test
of interpreting observed motion as sentences demonstrates the
validity of the proposed incremental learning algorithm.

I. INTRODUCTION

Language distinguish human from all other species. Hu-

man can interpret phenomenon, logically think and commu-

nicate with each other through the linguistic symbol system.

Saussure defined a “signe”(sign) as being composed of

“signifié”(signified) and “signifiant”(signifier) [1]. The sig-

nifié represents concept of the sign. The signifiant is the

sound image. According to his theory, the combination of the

signifié and the signifiant is not inevitable but arbitrary entity.

There is no inherent connection between the signe and an

external world. The arbitrary nature provides the versatility

and the operability of the symbolic system which leads to

“langue”(language).

Peirce also defined three categories of signs : “icon”, “in-

dex” and “symbol” [2]. These three signs are distinguished

by their referential associations. The icon refers to a thing

with its close resemblance. The index is a sign where there

is direct link between the sign and things. The symbol is

more abstract sign which has no link with things. Deacon

explained the origin of the language from Peirce’s semiotics

[3].

These theories of semiotics have inspired researches on

robot’s imitation learning based on symbolization of motion

pattern such as multiple pairs of forward and inverse modules

[4], neural networks [5][6][7], stochastic models [8][9][10].

Although these approaches enable robots to recognize ob-

served behavior as symbol, the robot does not have linguistic

ability. Language is crucial for robot’s intelligence. Sugita et

al. proposed a novel approach to generation of a motion from
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a sentence by combining two neural networks. One learns

mobile robot’s motions, and the other learns sentences [11].

Ogata et al. additionally proposed a method to generate a

sentence from a motion by using the same framework as

Sugita’s model [12]. In these framework only one sentence

is generated from a motion. A motion can be expressed

by various kinds of sentences. We also have made research

on linguistic processing based on symbolization of motion

for humanoid robots [13][14], where motion symbols and

natural language are stochastically integrated. Our stochastic

approach can not only generate multiple motions from a

sentence but also generate various kinds of sentences from

a motion.

This paper describes incremental learning of association

between motion symbols and natural language. The proposed

framework consists of a motion language module and a natu-

ral language module. The motion language module associates

words with motion symbols. The motion symbols represent

motion pattern data as HMMs (Hidden Markov Models). The

natural language module stochastically models sequences

of words. The motion language module and the natural

language module have properties of semantic and syntax

respectively. The integration of the motion language module

and the natural language module allows robots to both

interpret observed motion as a sentence and generate motion

from a perceived sentence. The proposed learning algorithm

makes it possible for robots to gradually improve the ability

of unknown association between the motion symbol and the

words. This paper also verifies the validity of the incremental

learning algorithm on experiment where a robot makes a

sentence corresponding to observed motion pattern.

II. INTEGRATION OF MOTION LANGUAGE MODULE AND

NATURAL LANGUAGE MODULE [13]

The proposed framework is composed of motion language

module and natural language module as illustrated by Fig.1.

The motion module represents association between motion

patterns and words. The natural language module models

sequences of words. The integration of the motion language

module and the natural language module realize linguistic

bidirectional processing : interpretation of motion as a sen-

tence and association of motion with a sentence. These two

computations can be achieved by graphical search since both

the motion language module and the natural language module

are stochastic graphical models.

Motion language module stochastically represents associa-

tive structure between motion symbols and words through

hidden variables. Note that an HMM representing motion
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Fig. 1. The framework of linguistic processing is composed of motion
language module and natural language module. The motion language mod-
ule associates words with a motion pattern. The natural language module
represents sequences of words. The integration of the motion language
module and the natural language module makes it possible for robots not
only to interpret motion data as a sentence but also to associate motion data
with a sentence.

data is called motion symbol. Fig.2 illustrates the motion

language module, where association between the motion

symbols and the words are represented by using two kinds

of probabilities. One is probability P (s|λ) that a hidden

variable s is associated with a motion symbol λ. Another is

probability P (ω|s) that a hidden variable s generates a word

ω. Therefore probability P (ω|λ) that a word ω is associated

with a motion symbol λ is calculated as following equation.

P (ω|λ) =

Ns
∑

i

P (ω|si)P (si|λ) (1)

where Ns is the number of the hidden variables.

The model parameters, P (s|λ) and P (ω|s), are optimized

by EM algorithm given by training pairs composed of a

motion symbol and a sentence (a sequence of words). The

k-th training pair,
{

λk; ωk
1 , ωk

2 , · · · , ωk
nk

}

, means that the k-

th observed motion is recognized as the motion symbol λk

and that the same motion can be expressed by the sentence
{

ωk
1 , ωk

2 , · · · , ωk
nk

}

. Note that nk is the number of words

included in the k-th sentence. The optimized parameters are

......

motion symbols 

λ i =1,2,3         Ni ...
λ

hidden variables

s j =1,2,3         Nj ...
s

λ i

sj... ...

morpheme words 

ωk =1,2,3         Nk ...
ωωk...

P(      |     )ωk s j

...

P(     |      )λ is j

Fig. 2. Motion language module is composed of three layers : motion
symbols, hidden variables and words. Association between the motion
symbols and words are represented by two kinds of probabilities. One is
the probability that a motion symbol generates a hidden variable. Another
is the probability that a hidden variable generate a word.

words 

ωk =1,2,3         Nk ...
ω

ωk
...

ci =1,2,3         Ni ...
c

word classes ci

...

P(     |     )ωk ci

cj

P(     |     )ci c j

Fig. 3. Natural language module represents sentences (sequences of words).
This module expresses sequences of word classes as node transitions and
words generated by word classes as output probabilities in each node.

expressed as follows.

P (s|λ) =

N
∑

k=1

nk
∑

i=1

δ(λ, λk)P (s|λk, ωk
i )

Ns
∑

j=1

N
∑

k=1

nk
∑

i=1

δ(λ, λk)P (sj |λk, ωk
i )

(2)

P (ω|s) =

N
∑

k=1

nk
∑

i=1

δ(ω, ωk
i )P (s|λk, ωk

i )

Nω
∑

j=1

N
∑

k=1

nk
∑

i=1

δ(ωj , ω
k
i )P (s|λk, ωk

i )

(3)

where δ is kronecker delta. N and Nω is the number of

training pairs and words respectively. The numerators in

Eqn.2 and Eqn.3 express expected number of times that

hidden variable s is generated from motion symbol λ and

expected number of times that hidden variable s is generated

from word ω respectively. The denominators in Eqn.2 and

Eqn.3 express the number of motion symbol λ in the training

pairs and the expected number of times of hidden variable s

in the training pairs.
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The distribution of the hidden variable is estimated as the

following equation.

P (s|λk, ωk
i ) =

P (ωk
i |s, λ

k, θ)P (s|λk, θ)
Ns
∑

j=1

P (ωk
i |sj , λk, θ)P (sj |λk, θ)

(4)

where θ is a set of the previously estimated model parameters

P (s|λ) and P (ω|s).
The optimized model parameters can be derived by alter-

nately performing E-step (Eqn.4) and M-step (Eqn.2, Eqn.3).

However this optimization can be achieved offline only in

the case that the training pairs are given in advanced. Incre-

mentally learning association between motion symbols and

words are required for robots which develops the linguistic

skill through interaction with their partners.

Natural language module also stochastically represents

sentences (sequences of words). Fig.3 illustrates the natural

language module which is expressed by an HMM [15]. A

node in the natural language model corresponds to a word

class such as noun verb and so on. A word ω is generated by

a node c with probability P (ω|c). A sequence of word classes

are represented by transition probability P (ci|cj) from a

node cj to a node ci. These parameters are can be derived

from following equation.

P (ci|cj) =
N(ci, cj)

Nc
∑

i=1

N(ci, cj)

(5)

P (ωk|ci) =
N(ωk, ci)

Nω
∑

k=1

N(ωk, ci)

(6)

where N(ci, cj) is the number of times that the word class ci

follows the word class cj , N(ωk, ci) is the number of times

that the word ωk is categorized as the word class ci in given

training sentences.

Not only the interpretation of a motion pattern as a

sentence but also the association of motion with a sentence

can be realized by solving a graphical search by using the

motion language module and the natural language module.

The searches stated by Eqn.7 and Eqn.8 can be efficiently

executed by A∗ search.

ω
o = arg max

∀ω
P (ω|λ)

≈ arg max
∀ω

[log P (ω|λ) + log P (ω|L)] (7)

λo = arg max
∀λ

P (λ|ω)

= arg max
∀λ

n∗
∑

j=1

log P (ω∗

j |λ) (8)

where L signifies the natural language module, that is,

P (ω|L) is the probability that the sentence, ω, is generated

by the natural language module, L. n∗ is the length of the

sentence, ω. 1st term and 2nd in Eqn.7 can be separately

computed by using the motion language module and the

natural language module. Eqn.8 can be computed by using

only the motion language module. Eqn.7 and Eqn.8 respec-

tively correspond to the interpretation of a motion pattern as

a sentence and the association of motion with a sentence.

III. INCREMENTAL LEARNING OF ASSOCIATION

BETWEEN MOTION SYMBOLS AND WORDS

Robots are required to gradually improve linguistic skill

through interaction with their partners. Incremental learning

of motion language module is neccesary.

A new pair of a motion symbol λnew and a sentence

ωnew =
{

ωnew
1 , ωnew

2 , · · · , ωnew
nnew

}

is given as training

data. The evaluation function φ for the newly given pair is

calulated by logarithm of the probability that the sentence

ωnew is generated by the motion symbol λnew.

φ = log P (ωnew|λnew)

=

nnew
∑

i=1

log P (ωnew
i |λnew)

=

nnew
∑

i=1

log

Ns
∑

j=1

P (ωnew
i |sj)P (sj |λ

new) (9)

The parameter changes, δP (ω|s) and δP (s|λ), must be

calculated such that the evaluation function φ can become

larger; that is, variation of the evaluation function, δφ(δP ),
is maximized, where δφ(δP ) = φ(P + δP ) − φ(P ),
and P is a vector with all the parameter expressed as

[P (ω1|s1), · · · , P (ωNω
|sNs

), P (s1|λ1), · · · , P (sNs
|λNλ

)].
Note that Nλ is the number of motion symbols. But the

changes of probabilistic parameters are subject to following

constraints

Nω
∑

i=1

δP (ωi|sj) = 0, j = 1, 2, · · · , Ns (10)

Ns
∑

i=1

δP (si|λj) = 0, j = 1, 2, · · · , Nλ (11)

They imply that constraints of
∑

i P (ωi|s) = 1 and
∑

i P (si|λ) = 1 are satisfied. We add other following

constrains

Nω
∑

i=1

{δP (ωi|sj)}
2

= ǫj , j = 1, 2, · · · , Ns (12)

Ns
∑

i=1

{δP (si|λj)}
2

= ηj , j = 1, 2, · · · , Nλ (13)

The ǫ and η represent the degree of change. They correspond

to forgetting rate of the incremental learning. Adding the

Lagrang multipliers α, β, µ, ν, the following function L can
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TABLE I

COMPARISON BETWEEN WITHOUT AND WITH INCREMENTAL LEARNING. 5 NEW PAIRS OF A MOTION SYMBOL AND A SENTENCE ARE LEARNED

INCREMENTALLY. THIS TABLE SHOWS PROBABILITIES THAT TWO MOTION LANGUAGE MODULES GENERATE THE WORDS FROM THE MOTION

PATTERN. ONE MODULE IS COMPOSED OF RANDOMLY SET PARAMETERS, ANOTHER IS OPTIMIZED BY USING THE NEW PAIRS. NOTE THAT THE

LOGARITHMS OF THE PROBABILITIES ARE TAKEN.

♯ Motion Symbol Sentence Probability without Learning Probability with Learning

21 A hitter starts running -18.36 -14.24
22 A runner jumps -18.28 -14.66
23 A coarch crosses his arms -18.37 -14.14
24 A player stretches -18.42 -14.33
25 A hitter swings a bat -25.87 -21.92

be obtained.

L = δφ(δP )

+

Ns
∑

i



αi

Nω
∑

j=1

δP (ωj |si)





+

Nλ
∑

i



βi

Ns
∑

j=1

δP (sj |λi)





+
1

2

Ns
∑

i



µi







Nω
∑

j=1

{δP (ωj |si)}
2
− ǫi











+
1

2

Nλ
∑

i



νi







Ns
∑

j=1

{δP (sj |λi)}
2
− ηi









 (14)

Setting the derivative of L with respect to the changes of

model parameters, δP (ω|s) and δP (s|λ), and the Lagrange

multipliers, α, β, µ, ν, equal to zero, we can get the following

optimum solution.

δP (ωi|sj) = −

αj +
∂δφ

∂δP (ωi|sj)

µj

(15)

δP (si|λj) = −

βj +
∂δφ

∂δP (si|λj)

νj

(16)

where

αi = −
1

Nω

Nω
∑

j=1

∂δφ

∂δP (ωj |si)
(17)

βi = −
1

Ns

Ns
∑

j=1

∂δφ

∂δP (sj |λi)
(18)

µi =























−αi

√

Nω(Nω − 1)

ǫi

if αi ≥ 0

αi

√

Nω(Nω − 1)

ǫi

if αi < 0

(19)

νi =























−βi

√

Ns(Ns − 1)

ηi

if αi ≥ 0

β

√

Ns(Ns − 1)

ηi

if αi < 0

(20)

∂δφ

∂δP (ω|s)
=

nnew
∑

i=1

δ(ω, ωnew
i )P (s|λnew)

P (ωnew
i |λnew)

(21)

∂δφ

∂δP (s|λ)
=

nnew
∑

i=1

δ(λ, λnew)P (ωnew
i |s)

P (ωnew
i |λnew)

(22)

Note that δ(ω, ωnew
i ) and δ(λ, λnew) are Kroencker deltas.

Although setting the derivatives equal to zero provides two

solutions of δP which have different sign from each other,

an appropriate solution is selected by Eqn.19 and Eqn.20

such that δφ(δP ) can become positive.

Therefore the optimization of the objective function under

the constraint condition through Lagrange multipliers yields

the changes of the model parameters. Incremental learning

of the motion language module can be implemented.

P (ω|s)(i+1) = P (ω|s)(i) + δP (ω|s) (23)

P (s|λ)(i+1) = P (s|λ)(i) + δP (s|λ) (24)

The superscript i means that the model parameter is derived

by i-th iterative updating.

IV. EXPERIMENTS

The incremental learning was tested on human motion data

and sentences. The motion data is obtained by using a optical

motion capture system. The motion capture system measures

positions of 34 markers attached to a performer. The joint an-

gles can be estimated from the measured Cartesian positions

by inverse kinematics computation based on a humanoid

robot with 20 degrees of freedom. The human behaviors are

represented by the sequences of 20 joint angles. The motion

data can be recognized as motion symbol λnew. The motion

data is also expressed by a sentence ωnew. The unknown

pair of the motion symbol and the sentence is incrementally

learned by motion language module. In this experiment we

use a motion language module with 25 motion symbols, 50

hidden variables and 40 words (Nλ = 25, Ns = 50, Nω =
40) and a natural language module with 5 nodes. We set both

ǫ and η to 0.0001. Note that we use 50 training pairs, each of

which is a combination of a motion symbol and a sentence

such as motion symbol λ1 and a sentence “a player runs”.

The motion language module incrementally learns 5 new

pairs of a motion symbol and a sentence such as

{ λ21 : a hitter starts running },

{ λ22 : a runner jumps },
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[A] [B] [C] [D] [E]

[1]a hitter starts runnig

[2]a hitter stretches

[3]a player starts running

[4]a hitter catches a ball

[5]a hitter bends

[1]a runner jumps

[2]a hitter jumps

[3]a player jumps

[4]a coach jumps

[5]a pitcher jumps

[1]a coach crosses his arms

[2]a coach slides

[3]a coach starts runnig

[4]a coach catches a ball

[5]a player crosses his arms

[1]a player stretches

[2]a player starts runnnig

[3]a hitter stretches

[4]a coach stretches

[5]a hitter starts runnig

[1]a player swings

[2]a player stretches

[3]a hitter swings

[4]a player starts runnnig

[5]a player walks
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Fig. 4. An obeserved motion is recognized as a motion symbol. Sentences are associated with the motion symol. A sentence of “a hitter starts runnnig ” is
the most likely associated with running motion in [A]. A sentence of “a runner jumps” is the most likely generated by jumping motion in [B]. A sentence
of “a coach crosses his arms” is the most likely generated by crossing-arm motion [C]. [D] shows that a sentence of “a player stretches” is associated with
stretching motion . [E] shows that a sentence of “a player swings a bat” is generated by swinging motion with the largest likelihood.

TABLE II

COMPARISON BETWEEN WITHOUT AND WITH INCREMENTAL LEARNING FOR TRAINING DATA . SEVERAL SENTENCES ARE GENERATED FROM EACH

MOTION SYMBOL THROUGH MOTION LANGUAGE MODULES AFTER AND BEFORE INCREMENTAL LEARNING .

♯ Motion Symbol Training Sentences Generated Sentences After Increment Learning Generated Sentences Before Increment Sentences

1 A runner runs A runner runs A runner runs
A player runs A player runs A player runs
A hitter runs A hitter runs A hitter runs

2 A player shakes hands A player shakes hands A player shakes hands
A runner shakes hands A runner shakes hands A runner shakes hands
A hitter shakes hands A hitter shakes hands A hitter shakes hands

3 A hitter swings A hitter swings A hitter swings
A player swings A player swings A player swings
A hitter swings a bat Swing a hitter Swing a hitter

4 A pitcher applauds A pitcher applauds A pitcher applauds
A player applauds A player applauds A player applauds
A coach applauds A coach applauds A coach applauds

5 A pitcher crouches A pitcher crouches A pitcher crouches
A player crouches A player crouches A player crouches
A pitcher crouches on a mound A mound crouches A mound crouches

{ λ23 : a coach crosses his arms},

{ λ24 : a player stretches},

{ λ25 : a hitter swing a bat}
Note that motion symbols, λ21, λ22, λ23, λ24, λ25, represent

motion pattern of running, jumping, crossing one’s arms,

stretching and swinging a bat respectively. Table.I shows

probabilities that the motion symbol generates the sentence

through the motion language modules. One motion language

does not incrementally learn the 5 new pairs of the motion

symbol and the sentence and another model does. The

probabilities are expressed by Eqn.9 and logarithms of the

probabilities are shown. Table.I verifies that the proposed

incremental learning algorithm improves the new association

between a motion symbol and a sentence.

We also tested the validity of the incremental learning for

integration of the motion language module and the natural

language module. Fig.4 shows 5 sentences with the largest

likelihood that each motion pattern generates a sentence as
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computed in Eqn.7. Fig.4(A) shows that a sentence of “a hit-

ter starts running” is the most likely associated with running

motion as the motion language model learns a pair of motion

symbol of running and a sentence of “a hitter starts running”.

The 2nd associated sentence is “a hitter stretches”. It implies

that the incremental learning makes the connection of the

motion symbol and the word “hitter” strong. In Fig.4(B)

a sentence of “a runner jumps” is appropriately generated

from jumping motion. Other generated sentences includes

the word “jump” since the incremental learning improves

the association between the motion symbol corresponding

to “jump” and the word “jump”. In Fig.4(C), a sentence

of “a coach crosses his arm” is correctly generated from

crossing-arms motion as incrementally learned. 5th sentence

of “a player crosses his arms” also includes the words

“cross his arms”. 2nd, 3rd and 4th sentences do not have

the words “cross his arms” but have the word “coach”.

These generated sentences proves that unknown association

between the motion symbol λ23 and every word in the

sentence “a coach crosses his arms” is incrementally learned.

Fig.4(D) also shows that a sentence of “a player stretches” is

correctly associated with stretching motion. In Fig.4(E) the

our framework does not the most likely generate a sentence

of “a hitter swings a bat” but a sentence of “a player swings”,

where the subject is different from the learned sentence

and a word of “bat” is not associated. The word of “bat”

is rarely generated in the natural language module since

there are a few sentences with “bat” learned by the natural

language module. The natural language module is required to

represent sentences more appropriately even if the sentences

are not learned so much. However sentences including word

of “swing” are generated from swinging motion.

Table.II shows that several sentences are composed from a

motion symbol by using a motion language modules with and

without incremental learning. The motion language module

with incremental learning generate the same sentences as one

without. The incremental learning can be achieved without

destroying association between previously trained motion

symbols and sentences.

V. CONCLUSION

This paper develops a novel approach towards incremental

learning of motion language module, which stochastically

represents association between motion symbols and words

through two kinds of parameters : a probability that a

motion symbol generates a hidden variable and a probability

that a hidden variable generates a motion symbol. There

parameters in the motion language module are optimized

for a training pair of a motion symbol and a sentence such

that the derivative of the variation of the probability that the

motion symbol generates the sentence is maximized. The

optimization under the stochastic constraints can be solved

using Lagrange multiplier method.

The incremental learning was tested on unknown pairs

of a motion symbol and a sentence. The proposed method

improves the probability of association between the motion

symbols and sentences. The experiments of generating sen-

tences from motion patterns demonstrate the validity of the

incremental learning of unknown relation between motion

symbols and sentences.

However, the proposed framework represents the meaning

of a sentence by words which consists of the sentence. For

example, a sentence “a pitcher throws a ball” generates the

same motion symbol as a sentence “a ball throw a pitcher”.

We need to use dependency parsing results or word classes in

the motion language module in order to deal more accurate

meanings.
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