
  

  

Abstract— The paper aims to develop an automated wheel 
loading system in the trim-and-final assembly in automotive 
manufacturing. Currently most of the trim-and-final 
assemblies are still done manually since the production lines 
are typically moving randomly. Industrial robots are hardly 
used to perform any assembly tasks on the randomly changing 
environments because it is difficult for conventional industrial 
robots to adjust to any sort of change. Therefore, more 
intelligent industrial robotic system has to be developed to 
adopt the random motion of the moving production line for the 
wheel loading process. This paper presents an intelligent 
robotics system that performs the wheel loading process while 
the car is moving randomly with the production line using a 
synergic combination of visual servoing and force control 
technology. The developed intelligent robotic technology has 
been successfully implemented to assembly the wheel onto the 
car. This practical solution of performing wheel loading on the 
moving production line, which is not available on the current 
industrial robot market, can save a lot of money and increase 
the assembly quality for automotive manufacturing.  Since the 
developed platform is based on the synergic combination of 
visual servoing and force control technology, it can be used in 
other areas, such as seam tracking, battery loading and seat 
loading etc. 
 

I. INTRODUCTION 
N automotive manufacturing, wheel loading is the process 
to mount the wheels onto a car when the production line is 
moving at random speed. Currently this process is done by 

the operators w/o assisted devices as shown in Figure 1. 
There are typically 6 operators per shift in each production 
line and two shifts a day for wheel loading. Therefore, the 
cost for wheel loading is about 1.5 million dollars each year 
for an assembly line based on the current cost of an operator 
(about $130K per year in the United States). The demand to 
automate the wheel loading process is getting higher and 
higher, especially when the automotive manufacturing is 
facing difficult time.  
There are many challenges to automate the wheel loading 
process. When the car is moving on the production line, it 
could move along both the X and Y directions at random 
speed as shown in Figure 2. Therefore, the automated wheel 
loading system should be able to track the random motion of 
the car accurately since the assembly tolerance of wheel 

 
Manuscript received March 1, 2009. This work was supported by ABB 

Corporate Research Center, ABB Inc.  
All authors are with Robotics and Automation Lab, ABB Corporate 

Research Center, ABB Inc., 2000 Day Hill Road, Windsor, CT 06095. 
Emails are: heping.chen@us.abb.com, will.j.eakins@us.abb.com, 
jianjun.want@us.abb.com, george.zhang@us.abb.com and 
thomas.a.fuhlbrigge@us.abb.com.  

loading is quite small. Also wheel loading is close to the 
final step of the whole car assembly and the car is almost 
ready to go. Thus, a small damage to the car could cause a 
big loss. Therefore, the developed automation system must 
be compliant to the motion of the car once the wheel 
contacts the car.  

 

 
Figure 1 The current manual wheel loading process. Typically there are 6 
operators per shift and two shifts per day. 
 

  

 
Figure 2  The car is moving randomly along both the X and Y directions on 
the conveyor. 
 
Industrial robots have increased in both number and 
complexity over the years for assembly tasks because of 
their flexibility and the increasing requirements of product 
quality and quantity. However, assembly robots are still a 
small portion of total robot sales each year. One of the main 
reasons is that it is difficult for conventional industrial robots 
to adjust to any sort of change of the assembly processes. 
Therefore, more intelligent industrial robotic systems have 
to be developed in order to perform complex assembly tasks 
like wheel loading. 

There are some research papers about wheel loading. Cho 
[1] developed a wheel loading system based on visual 
servoing. Since the wheel loading tolerance is quite small, a 
macro-micro manipulator control strategy is developed to 
increase the system bandwidth and tracking accuracy. 
However, only one direction motion (X axis in Figure 2) is 
tracked and the wheel hub has to be well aligned in the 
direction of the motion of the conveyor. But the wheel hub 
cannot be exactly aligned at the same direction for all cars 
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on the production line. Yoon [2] used stereo vision to 
identify the wheel hub position and orientation while the 
production line is moving. However, the pose estimation 
errors are more than 3mm that is more than the wheel 
loading tolerance. Therefore the developed system is not 
ready for use in the actual wheel loading process. Moreover, 
these systems use only visual servoing to track the motion of 
the car to perform the assembly tasks.  In wheel loading, the 
malfunction of the visual servoing could damage the car 
body, which is very costly.  

To make the robotic system compliant with the contact 
environment, force control can be used. Therefore, to enable 
wheel loading, visual servoing and force control have to be 
integrated to control the motion of the robotic system. 
Beaten et al. [3][4] developed a hybrid vision and force 
control strategy to follow the contour of planar surface. Xiao 
et al.[4], Chang et al. [5] and Olsson et al. [7] presented 
methods to follow a curve on a surface while maintaining a 
certain contact force. Although these methods can deal with 
the feature following based on hybrid control strategy, the 
applications in the moving object tracking while performing 
certain tasks are not discussed. Nelson et al. [8] discussed 
different methods based on vision and force control, such as 
hybrid control, traded control and shared control methods. 
Interesting experimental results are presented regarding the 
performance of these methods. However, the force control is 
only used to maintain a certain contact force.  Although 
combination of vision and force control strategy has been 
widely studied, no practical implementation in wheel 
loading has been done based on the synergistic combination 
of vision, force and position as the feedback information. 

Because the stereo vision system requires high quality 
camera, accurate calibrations and high computation power, 
the existing systems are costly, error prone and not robust 
enough for daily use at the workshop. Also the complicated 
computation for determining the position/orientation of an 
object makes the system difficult to be implemented in real 
time applications. Furthermore, the visual servoing alone 
could cause damages to the final products if the vision 
system is malfunctioned. Hence a simple vision system 
combined with force control is a better solution for industrial 
applications. To perform an assembly using a single camera 
system, the errors along the X- and Y-axes of the moving 
part can be compensated by visual servoing, however, the Z-
axis errors are difficult to compensate using only one 
camera. Thus, force control can be applied to control the 
motion of a robotic system to perform an assembly task 
along the Z axis.  

This paper discusses an assembly technology for wheel 
loading while the car is moving based on visual servoing and 
force control. The wheel loading system had been set up and 
experiments were performed successfully. The experimental 
results demonstrate that the developed technology can also 
be used for assembly while the part on the assembly line is 
moving randomly. 

II. WHEEL LOADING METHODOLOGY 

A. Wheel Loading Process 
The wheel loading process is to mount the wheel onto the 

wheel hub on the car as shown in Figure 3. The holes on the 
wheel have to match the studs on the wheel hub in order to 
mount the wheel onto the wheel hub.  

 
Figure 3 The wheel and wheel hub on a car. 

Figure 4 shows a wheel loading system. The wheel loading 
station includes a robot with sensors, robot controller and 
conveyor that the car is fixed on etc.  An ABB IRB6600 robot 
with an additional axis (Axis 7) is controlled to automatically 
mount the wheel onto a wheel hub while it is randomly 
moving.  

 
Figure 4 The wheel loading system. The wheel is mounted on the wheel hub 
while the wheel hub is moving on a conveyor. 

Since the wheel is randomly loaded into the station, the 
wheel location including position and orientation has to be 
identified using the vision system. If the wheel is found, the 
wheel is picked up by the robot gripper and the robot moves to 
the starting position waiting for the car. If the car is detected by 
a magnet switch mounted on the conveyor, the vision system 
identifies the location including the position and orientation of 
the wheel hub. The wheel is then rotated by Axis 7 to match 
the orientation of the wheel hub. The robot then starts to track 
the motion of the car while the wheel mounting is performed. 
If the process is successful, the gripper is open and the wheel is 
mounted on the wheel hub. The robot tool is then retracted. If 
the process fails, the robot tool with the wheel is retracted. 
Manual wheel loading has to be performed to fix the problem. 
The process is shown in Figure 5. 
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Figure 5 The wheel loading process. 

Based on the above description, the detailed wheel loading 
steps based on the synergic integration of vision and force 
control are:  

1. The 2D vision system identifies the position/orientation of 
a wheel and picks it up as shown in Figure 6. 
 

 
Figure 6 The robot picks up a randomly located wheel. (a) The wheel is 
randomly located on a feeding table. (b) The vision system automatically 
identifies the location of the wheel to control the robot to pick up the wheel. 

 
2. The robot moves to the starting position (taught manually). 
The camera will take an image when the conveyor triggers the 
first trigger. After image processing, the orientation pattern of 
the bolts on the hub is identified. The robot Axis 7 will rotate 
to match the holes on the wheel to the studs on the wheel hub.  
3. While Axis 7 is rotating, the robot moves to the second 
position. When the second trigger is triggered, the vision 
system will identify the speed of the car and track it. At the 
same time, force control is enabled along all directions. The 
robot will move towards the hub because of force control along 
Z-axis.  
4. Once the contact force along Z-axis reaches the set value 
and the tool position along the assembly direction reaches the 
set value, the assembly completes and the force control along 
the negative Z-axis will retract the robot. 
5. The force control along all directions will keep the system 
safe under abnormal conditions. For example, when the vision 
system sends wrong signals, the force control will balance the 
wrong signals and will not cause damage to the system and the 
product. 
 

B. Control System Structure 
The developed wheel loading system can track the moving 

car body while mounting the wheel onto the wheel hub 
based on the vision, force and position sensor fusion. Figure 
7 shows the system. The object (car) is moving while the 
conveyor is moving. The motion of the conveyor is typically 
random with the velocity change along both the X and Y 
directions. Hence the robot has to track the motion of the 
moving part along both the X and Y directions in order to 
perform the assembly processes. This is different from the 
typical conveyor tracking process which only the motion 
along the X direction is controlled. 

 

Figure 7 A wheel loading system tracks the motion of the object while some 
assembly processes are performed. 

Since the system involves the vision system, force control 
system and the robot control system, the control system 
structure is discussed first.  

 

Figure 8 The control system hardware setup. IRC5 is an ABB robot 
controller. 

The control system hardware setup is shown in Figure 8. 
The vision system processes the captured images and sends 
the position signals to the robot controller (IRC5, an ABB 
controller) to control the motion of the robot to follow the 
motion of the object. The force sensor measures the contact 
force to adjust the motion of the robot. The force control 
also makes the robot compliant to the environment to avoid 
the damage to the contact object.  

In the vision system, a pre-defined feature on the moving 
part is identified by a camera. The position error of the 
feature compared with the desired feature in the camera 
frame is computed to control the motion of the robot as 
shown in Figure 9. Since only one camera is used, the robot 
can only track the motion of the moving part along the X 

3816



  

and Y directions. To perform an assembly, the robot has to 
be controlled to approach the moving part. Therefore, force 
control along the Z axis is applied to control the motion of 
the robot to perform the wheel loading process. Since the 
visual servoing alone could cause damages to the final 
products if the vision system is malfunctioned, the force 
control along both the X and Y axes are also enabled to 
make the robotic system compliant to the contact 
environment.  

 

Figure 9  The actual identified feature and the desired feature in the camera 
frame. 

There are several coordinate frames involved in the system: 
the conveyor frame (work object frame), the feature frame, 
the camera frame, the tool frame (gripper), the force sensor 
frame, the robot base frame and the world frame. Most of the 
frames are common except the feature frame. The feature 
frame is defined on the center of the feature and is parallel to 
the work object frame.  

C. Intelligent Control System 

Since the wheel loading process needs human knowledge, an 
intelligent robotic system is developed to perform the 
complicated assembly process. The intelligent robotic 
system uses the following rules. 

• If the feature is detected, then the robot starts to track the 
moving car. The feature is defined by the user, either a real 
feature on the car or an added feature. The motion controller 
is enabled to control the assembly process after the feature is 
identified. 
• If the contact force between the robot tool and the 
moving car reaches a set value and the tool position reaches 
a set value along the assembly direction (Z axis as shown in 
Figure 7), then the assembly process is completed and the 
robot tool is retracted. Since the object is moving randomly, 
the location of the completion point is different at each 
assembly.  
• If the contact force in one of the tool directions is larger 
than a maximum set value, then the robot tool is retracted to 
avoid damage to either the car body or the robotics system. 
When the contact force is too big, there maybe a jam 
between the robot and the moving object. Since both the 
robotic system and the moving car on the production line are 
quite stiff, they have to be separate rapidly to avoid damage. 
Therefore, quick retreat is needed. 
• If the robot tool approaches the assembly contact point 
along the assembly direction, the control coefficients should 

be switched. The contact point is different at each assembly. 
Before the robot tool reaches the point, the visual servoing 
control dominates the control loop since the tracking 
accuracy is important. Once the robot tool contacts the 
moving object, the robot should be compliant to the 
environment to avoid damage of the robotic system and the 
moving car. Therefore, the force control should dominate the 
control loop.  

These rules are important to make the assembly process 
successful. Since the car is moving randomly, the assembly 
completion point and the contact point etc. cannot be pre-
programmed. Therefore, the developed intelligent system 
can deal with the change of the working environment. 

The motion of the robot is controlled by the robot 
controller based on the vision and force sensor inputs. The 
control system structure is shown in Figure 10. 

 

Figure 10  The control system structure of the wheel loading system. 

After the feature error is identified, it is input to the visual 
servoing controller to correct the feature error. The force 
sensor measures the contact force and torque. The desired 
force and torque are controlled to be zero except the Z axis 
that is controlled to move the robot towards the moving car. 
The force and torque errors are sent to the force controller to 
control the contact force. This is a trade off between the 
visual servoing and force control that is achieved by 
controlling the controller gains. These computed velocity 
errors are input to the robot controller to regulate the robot 
velocity to achieve the desired performance.  

III. EXPERIMENTAL IMPLEMENTATION AND RESULTS 

To validate the developed method, experiments were 
implemented to perform the wheel loading process while the 
car is moving on an assembly line.  

There are several calibrations involved in the wheel loading 
process. First, the holes on the wheel and the studs on the 
wheel hub have to be matched. This is done by teaching the 
tool orientation. While moving the robot tool around the 
feature, the transformation between the tool frame, the feature 
frame and the camera frame is then computed.  The 
transformation between the wheel and camera frame is 
calibrated by moving the camera to several different positions 
while the images are captured.  

The diameter of the stud’s tip on the wheel hub is about 
16mm and that of the hole on the wheel is about 20mm. 
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Thus the tolerance of the assembly is about 2mm from the 
center of the hole. Since the wheel hub is moving randomly 
with the car on the conveyor, the tracking error must be less 
than 2mm to install the wheel onto the wheel hub 
successfully.  

 

Figure 11 The robot tracks the motion of the wheel hub while the force 
control enables the tool approaches the wheel hub. 

 

Figure 12 The wheel is successfully installed on the wheel hub. The 
assembly process is completed. 

Figure 11 and Figure 12 show the successful wheel 
loading process. The robot tool grips the wheel and tracks 
the motion of the wheel hub. The wheel is then installed on 
the wheel hub based on force control and visual servoing. 
The force control is enabled along all direction to make the 
system flexible to the environment. The system compliance 
was observed after the wheel is mounted.    

The random motion of the robot tool is recorded and 
shown in Figure 13. 1Hz filter is used to smooth the signals. 
The tool velocity is about 120mm/s along the X direction 
that is the typical conveyor velocity in the trim-and-final 
assembly. The maximum tool velocity is about 100mm/s and 
the frequency is about 2Hz along the Y axis.   These values 
are much worse than the actual trim-and-final assembly 
conveyor system (communicating with experts in the trim-
and-final assembly area in automotive production line).  

 

 
Figure 13 The recorded tool velocity along the X and Y directions. 1Hz 
filter is used to smooth the signals. 

 
Figure 14 shows recorded position along the Z axis during 

the wheel loading process.  At the beginning (from 4.8s to 
7s), the wheel is controlled to approach the wheel hub. The 
robot then waits there until the tracking error is less than a 
set value (0.75mm in the experiments to ensure the 
successful assembly). After that, the wheel is controlled to 
move fast to insert the wheel onto the wheel hub (from 7.4s 
to 7.75s) and then settled down on the wheel hub plate (from 
7.75s to 8.5s). After the wheel is mounted, the robot tool is 
retracted to disengage the robot tool and the car. The critical 
part of the wheel loading process is the insertion window. In 
the insertion window, the tracking errors along both the X 
and Y axes must be less than the assembly tolerance that is 
2mm. The insertion distance is set to be 20mm since the car 
location along the Z axis may not be consistent for all cars. 
The wheel and the wheel hub should not contact before 
insertion. Otherwise the insertion may fail because of the 
contact. The insertion time is about 350ms for the current 
system. Therefore, the tracking errors must be less than 2mm 
during the insertion time. Hence the tracking errors should 
be analyzed. 
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Figure 14 The recorded Z axis position. The insertion window indicates the 
installation of the wheel onto the wheel hub. 
 

Figure 15 shows the recorded positioning errors along 
both the X and Y directions during the wheel mounting 
process. During the wheel mounting process, the positioning 
error along the X axis is less then 0.42mm and that along the 
Y axis is less than 0.75mm. These data are smaller than the 
tolerance for wheel loading (2mm). Therefore, the developed 
system successfully tracks the motion of the car to perform 
wheel loading.  

IV. CONCLUSIONS 

Since most current industrial robots have to be pre-
programmed with very little adaptation in their task 
execution, they are difficult to satisfy the increasing complex 
manufacturing requirements, such as wheel loading. In this 
paper, an automated wheel loading system is developed 
based on the synergic combination of visual servoing and 
force control strategy. Visual servoing is used to track the 
2D motion of the car on the conveyor. Experiments were 
performed successfully and the results demonstrated that the 
developed technology can be used for wheel loading. Since 
huge amount of time and resource can be saved using the 
developed robotic system, this innovative technology will 
have great impact in the automotive industry, especially 
when automotive manufacturing is facing difficulties. 
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Figure 15 Recorded position errors during the wheel mounting process. 
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