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Abstract— Hopping sensors are a type of low cost mobile
sensors that are small in size, have limited capability and im-
precise movement. However, their unique method of movement
makes them suitable for rugged terrains. Sensors may fail
when deployed in a rugged terrain or in an obstacle-abundant
environment. Therefore, redundant sensors may be identified
and relocated to the sensor holes.

This paper addresses the problem of relocating such
capability-constrained sensors in an obstructive environment.
We propose an enhanced Quorum-Grid solution with Binary
Splitting Message Forwarding (BSMF), which is decentralized
and can detect both existing and newly appearing obstructions
in the supplier and consumer cells matching process. Fur-
thermore, a grid-based movement model is introduced for the
hopping sensors. Simulation shows that our scheme significantly
reduces the communication overhead and achieves relatively
constant total energy consumption with varying amount of
obstructions.

I. INTRODUCTION

Sensor networks have increased in interest to serve a
broad range of applications with their ability to monitor large
scale real-world phenomena. Hopping sensors are a class
of mobile sensors whose mobility design is more adaptable
for rugged terrains or difficult areas where wheeled mobility
cannot perform well (Figure 1). In addition, their diminishing
cost enables these inexpensive sensors to be deployed in
large numbers. The applications of hopping sensor networks
working in such areas include weather sensing, environment
monitoring, disaster management, and battlefield surveillance
[1]. Along with the benefits of hopping sensor networks there
are several challenges such as imprecise movement, limited
power and occasional failure owing to problems regarding
the node, link and global maintenance and communication
[2].

In addition to the inadequacies of hopping sensors, rugged
terrains may also adversely affect their behaviors. Rugged
terrains are the areas that are largely inaccessible to wheeled
vehicles, where hopping sensors may operate by trading-off
movement accuracy. We model the rugged terrains with two
characteristics. The first one is their unevenness with diverse
slope patterns. Due to such diversity and arbitrary nature
of the terrains we did not model them with slopes in the
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relocation process. However, we find that hopping sensors are
more energy efficient when moving on certain slope ground
by comparing their energy consumption with the wheeled
ones.

The second feature is the existence of great obstructions in
the field that can significantly influence the sensor relocation.
To illustrate, water, huge rocks, and other obstructions are
inaccessible areas to deploy sensors. It is critical to design a
movement scheme that can wisely avoid or circumnavigate
these obstructions to reach the expected position. Given an
initial sensor deployment, the proposed solution is to match
and relocate a redundant sensor to the needed position in an
obstructed environment. Furthermore, it must also consider
the limited number of hops per sensor and the incapability
of sensors landing at a precise location.

The rest of the paper is organized as follows. Section II
briefly covers related work. In Section III, the motivation
for using hopping sensors is presented. A description of our
system model is in Section IV. The matching scheme is in
Section V. Section VI defines the Grid Based Movement
Model. Section VII provides simulations and performance
analysis. Conclusion and future work are presented in Sec-
tion VIII.

II. RELATED WORK

Sensor relocation problems are extensively studied in [3]–
[8]. When a sensor node depletes its energy or fails, sensor
coverage holes evolve. Areas with redundant sensors can
supply sensors to be relocated to these holes to maintain
coverage.

Grid-based solutions for sensor relocation have been
widely proposed [4], [7]–[9]. Wang, et al. [7] introduced
two kinds of nodes, the grid head and its members, in their
model and adopted a Grid-Quorum approach. Their scheme

Fig. 1. Hopping sensors we designed deployed near a construction area
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makes use of some notations. A quorum is mentioned in
[10] as an element in a subset of a given set. In [11], a
quorum system is defined as a collection of sets such that
the intersection of any two sets is always non-empty. Grid
cells with redundant sensors are identified as suppliers. They
send an advertisement message to form a supply quorum.
Consumers are grid cells in need of sensors, which send a
request message to form a consumer quorum. However, with
the presence of obstructions, supply and consumer quorum
are not guaranteed to intersect on the grid for the matching
between the supplier and consumer cells.

Similarly, [3] deals with the matching and relocation for
hopping sensors. However, the issue that potential obstruc-
tions hamper the relocation process also remains unsolved.
In [12], the problem of clustering sensors under obstructive
and inhospitable conditions is addressed. However, matching
and relocation are not specifically tackled. In this paper,
we propose a simple and distributed Grid-Quorum based
solution to effectively cope with obstructive environment like
rugged terrains with hopping sensors.

III. MOTIVATION

The motivation of using hopping sensors over wheeled
ones in rugged terrains is twofold. The first one is that
hopping sensors can access many difficult areas whereas
wheeled sensors cannot. Second, for certain types of slopes,
which frequently exist in rugged terrains, hopping sensors are
more energy efficient. In this section, we focus on the second
motivation to compare the energy consumption for two cases:
flat plane and slope. To make the comparison reasonable,
only the energy used to drive the sensor is considered.

We first conduct an analysis on a flat plane. Under ideal
condition, the hopping sensor’s trajectory is a projectile
motion. In [3], wind influence is modeled as a predictable
and stable parameter, which is a strong assumption due to
its dynamic nature. Here we assume a negligibly weak wind
setting and no sliding occurs during initial state of hoping.
Given the sensor’s mass m, the initial velocity v, the takeoff
angle α, and the distance traveled by the sensor d, the energy
per hop will be:

Eh =
1
2
mv2 =

mgd

2 sin 2α
(1)

Fig. 2. Hopping sensors we designed in jumping action

For wheeled sensors, we suppose they have the same
weight and need to traverse the same distance. Let the rolling
friction coefficient for the flat plane be µ and the sensor run at
a constant speed. Then energy for traversing such a distance
is:

Ew = µmgd (2)

To compare:
Ew

Eh
= 2µ sin 2α (3)

The rolling friction coefficient between wheels and land is
generally less than 0.1 [13], therefore Ew/Eh < 0.2, which
means Eh > Ew. Therefore, for flat plane, the wheeled
sensor is more energy efficient. This is because part of the
energy for hopping sensors is converted to the potential
energy for hopping height.

Now suppose both sensors need to traverse the same
distance along a slope with an inclination angle β. For
hopping sensors, with the same assumption in the flat plane,
the jumping distance along the slope can be found from
the intersection of the projectile trajectory and the slope.
Establish a coordinate frame as shown in Fig. 3, where O is
the starting point. Then the x coordinate for the intersection
point is:

x = d(1− cotα tanβ) (4)

Thus d′ = x/ cosβ. The energy for hopping sensors to
travel d′ is the same as traveling d on the flat plane.

β

Intersection Point
d'

O
d

x

h

Y

X

Fig. 3. Coordinate frame for slope plane

For wheeled sensors, using the same assumption for flat
plane, the energy consumption of traversing d′ along the
slope is:

Ew = d(µmg +mg tanβ)(1− cotα tanβ) (5)

To compare:

Ew

Eh
= 2 sin 2α(µ+ tanβ)(1− cotα tanβ) (6)

Typically, the rolling friction coefficient for car tire on
concrete is between [0.01, 0.015] [13]. Let µ = 0.0125.
Given α = 75◦, the takeoff angle of the hopping sensor
we have developed [14] (Figure 2), we derive the diagram
in Fig. 4 from equation (6) to show the change of above
energy ratio with respect to slope angle 0◦ ≤ β ≤ 75◦.

As we can see from the figure, when 30◦ < β < 72◦

(the curve between two vertical lines), Eh < Ew. The ratio
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Fig. 4. Energy ratio for 0◦ ≤ β ≤ 75◦

decreases after about 62◦ because d′ becomes increasingly
smaller as the inclination angle is close to the takeoff angle,
resulting in less energy consumed by wheeled sensor. The
energy per hop for hopping sensors, however, remains the
same. This explains why the ratio decreases. Nevertheless,
most wheeled sensors can only move along slope with an
angle less than 45◦ [15]. Hence we can neglect the declining
part after approximately 62◦, and conclude the hopping
sensor is more energy-efficient than the wheeled sensor for
slope angle greater than 30◦ for takeoff angle 75◦. In fact,
with different takeoff angles, a critical angle always exists
when a hopping sensor consumes less energy than a wheeled
one.

IV. SYSTEM MODEL

Now that we have shown the hopping sensors are energy
efficient on uneven ground, in this section we discuss the
system model. A grid-based architecture is a natural solution
in a network where nodes are relatively regularly deployed.
Each grid cell is controlled by a gateway sensor which is
capable of communicating with its peers in its immediate
four neighbors (North, South, East, West). The gateway
sensors can retrieve their absolute positions and have a larger
sensing range than other sensor nodes. Sensor nodes within
a grid cell register to the cell gateway and perform their
required tasks.

The width (size) of a square grid cell is defined by:
Wc = Rg/k, where Rg is the effective communication range
of the gateway and k is the coverage factor. Assuming the
gateway located at the center of the cell and given k=1.41 or
k=1.5, 88.4% or 97.2% of 4-neighbor area can be covered
respectively for effective inter-gateway communication. Due
to space limitation we leave the analysis of the optimal grid
cell size in future work.

When a sensor dies, a redundant sensor needs to be
relocated to cover the sensing hole area. A redundant sensor
can be easily identified on a given cell by the gateway. To
maintain the sensor coverage when sensor holes appear, two
major steps remain. In the first step, a match is needed
between the supplier and consumer cell. Note that more than
one supplier may exist. The consumer decides which supplier
is selected. Then, a viable path from the supplier to the
consumer needs to be computed for the movement. Second,
the consumer triggers the relocation process by notifying the

selected supplier, which in turn selects one of its redundant
sensors and commands it to reallocate to the neighbor cell
included in the path. We mainly focus on single sensor
relocation. The problem of multiple sensor relocation can
be easily solved by executing the scheme repeatedly.

The principal objective of this work is to provide an
optimized matching path between a consumer and a supplier
cell, involving the least amount of intermediate cells possible.
A matching process is fundamentally important to the actual
sensor movement and must remain workable in presence of
obstructions. In our model, obstructions are represented as
non-functional grid cells in which a gateway is hard to be
placed, or if it exists, it fails to communicate with neighbor-
ing cells. These obstructed cells, with high probability, will
not allow an intersection cell to match consumer and supplier
cell. To overcome this problem, centralized or decentralized
algorithms can be considered.

A centralized solution usually inherits the single-point-
of-failure weakness, which is less fault-tolerant in hostile
environment or a rugged terrain where adverse circumstances
are frequent. In addition, it is a strong assumption that a
single node has adequate energy and computation-capability
to communicate with all the other sensor nodes and to find
the optimized path for relocation. Since the existence of
supplier and consumer is ad hoc and the relocation should
be executed efficiently, the latency incurred by gathering
supplier and consumer information becomes a drawback.

To be more fault-tolerant, less susceptible to the impact
of mobility, and to reduce message overhead and latency
in the process of collecting information [16], our algorithm
should depend only on local information collected by each
gateway to establish the matching path between the supplier
and the consumer. To make it more practical, gateway
communication is restricted to be with the four-neighboring
gateways, and between gateway and managed sensors in the
cell.

V. MATCHING PROCESS

A. Message Forwarding Process

Previous Grid-Quorum relocation would fail if there are
obstructions in the middle of the supplier or consumer
quorum. We propose Binary Splitting Message Forwarding
(BSMF) to cope with obstructions. The algorithm provides a
matching path for a consumer and supplier cell, and it con-
siders previously known and newly appearing obstructions.

When a gateway receives an advertisement or request
message, it verifies whether it satisfies the demand or
needs to forward the message. Before forwarding messages,
gateways check the availability of the succeeding neighbor.
Succeeding neighbors will vary depending on the message
type. Advertisement messages are forwarded to neighbor
grid cells in a grid row manner (East-West), while request
messages are forwarded in a grid column manner (North-
South). When a gateway in a grid cell receives both the
advertisement and the request message, the cell becomes an
intersection node and the gateway in it will be responsible to
match the request to the advertisement. Without obstructions,
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Fig. 5. Binary Splitting Message Forwarding

it is ensured by geographic relations that an intersection is
made [7]. If a known or a new obstruction is detected in the
next forwarding grid cell, this gateway will change the course
by modifying message forwarding behavior in an effort to
successfully forward the message. Given an obstruction, a
request message may attempt to be forwarded to the East-
West grid cell neighbors, while an advertisement message
may be forwarded to the North-South neighbors. However,
they will return to their default (initial) directions whenever
it is possible. If both of the intended grid cell destinations are
obstructed or visited before, the message will be forwarded
in a direction opposite to the default until one available grid
cell is found. Algorithm BSMF gives a step representation
of this procedure.

Algorithm 1: Binary Splitting Message Forwarding (BSMF)
Input: Current cell’s gateway G receives an incoming message with

i) default forward direction Dfw; ii) message traversed path
Output: Destination neighbor cell(s) {NCd} of the message

Begin: Supplier and consumer cells have sent row advertisement or1
column request messages respectively
// Set opposite and two perpendicular directions of Dfw

Dopp, Dleft, Dright ← Dfw2
// NC denotes a ”neighbor cell”
if NC on Dfw is available ∧ unvisited then3
{NCd} ← NC // On default whenever possible4

else5
{NCuv av} ← unvisited ∧ available NC on Dleft, Dright6
if {NCuv av} 6= ∅ then7
{NCd} ← {NCuv av}8

else9
if NC on Dopp is available then10
{NCd} ← NC on Dopp11

else12
{NCd} ← NC from which the message was sent13

foreach i ∈ {NCd} ∧ i is out of border do {NCd} ← {NCd}\i14
The message is forwarded to {NCd}15
if both advertisement and request messages are found then16

The advertisement of the closest supplier with the request are17
forwarded to {NCd} on the path to the consumer

Figure 5 illustrates an example of BSMF. A supplier
S(7,0) sends the advertisement message in the first row (X,0)
while the consumer C(2,7) initiates the request message
in column (2,X). When the gateway at (2,5) receives the
request message, it sends a message to check grid cell (2,4)

availability. As (2,4) fails to reply, it indicates a new obstacle.
Consequently the message is split to (2,5) West and East
neighbors (1,5) and (3,5). The message continues to be
forwarded in the column of (1,X), while in (3,4), the gateway
finds the targeting grid cell (3,3) is an obstructed one. It
attempts to ask its East-West neighbors to help forwarding
but they do not respond. The gateway at (3,4) sends the
message back to (3,5). The gateway at (3,5) will try to split
the message but since it finds that (2,5) has been visited
it forwards the message to (4,5) only. As (4,4) contains an
obstacle, (4,5) will forward the message to (5,5) as well,
which then is able to forward in an upward direction. Finally
the intersections I(1,0) and I(5,0) are made. Both of them will
forward the path information to the consumer. The consumer
in (0,7) calculates the length of the two paths gathered as 15
and 13 and selects the path with length 13. It then triggers
the movement process by notifying the supplier.

When multiple suppliers exist, the consumer selects the
supplier by the following rules. (i) An intersection cell
informs the consumer of the advertisement from the closest
suppliers. An intersection cell formed by immediate neigh-
boring supplier does not continue to forward the advertise-
ment in the same row. (ii) A consumer cell waits for a
predetermined time after receiving the first supplier quorum
to allow the arrival of other existing quorums. (iii) The level
of sensor redundancy breaks the tie when multiple supplier
paths are of equal distance. A supplier cell with more sensors
is chosen.

B. Path Optimization

The matching process of the sensor supplier and consumer
lays a foundation for the actual sensor movement. With the
presence of obstructions, the path in the matching process
may include some redundant cells that can be eliminated
from the actual relocation process. Such an optimization can
further reduce the movement time in the relocation process,
which is defined by two additional rules below to check the
cells in the matching process. Figure 6 also illustrates the
idea.
• Rule 1 (Remove dead-end routes): The cell sending a
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backward message is removed. (e.g., In Fig.6, cell (3,4)
is removed.)

• Rule 2 (Remove non-straight neighboring routes): The
nodes between two adjacent neighboring path nodes are
removed. (e.g., In Fig.6, cells (3,5), (4,5) are removed.)

VI. SENSOR MIGRATION

A. Grid Based Movement Model

Having obtained the matching path between the consumer
and supplier cells, we need to determine how to move
the sensor to the target location. There are typically two
migration methods:

• Direct movement: transfer the sensor from supplier to
consumer directly;

• Cascaded movement: using intermediate nodes as relay-
ing ones.

Nevertheless, both methods are based on Precise Move-
ment Model (PMM) [7], which uses a sensor to exactly
replace another one. In [3], although the authors assume that
the sensors can reach the destination if they hop into the
target cluster, this is also PMM since the clusters are treated
as points. Thus each sensor’s target is also precise. Due to
the inaccurate nature of hopping sensors, we propose a Grid
Based Movement Model (GBMM), in which the sensor is
only required to move to the target grid cell. Such a pattern
fits hopping sensors better since it is not easy for them to
be relocated to the exact position and the gateway can easily
manage the sensors within its grid cell. Moreover, relaying
sensors can move concurrently to save time.

Using GBMM, the most energy efficient way is to transfer
the sensor closest to the border between its current cell and
the neighboring target cell. The main idea of PMM and
GBMM is shown in Fig. 7. In Fig. 7(a), the predecessor
is to move to the successor’s position to replace it until the
last sensor arrives at the destination. Fig. 7(b) illustrates the
GBMM. As long as a sensor enters its destination cell, its
relocation is accomplished. When the path is the same, it
is easy to observe that GBMM can consume less energy
compared with PMM because of the decrease of the path
length for each transfer.

X

Gateway

Sensor
Node

DestinationX

X

X

X

(a) Precise Movement Model

X

Gateway

Sensor
Node

DestinationX

X

X

X

(b) Grid Based Movement
Model

Fig. 7. PMM vs. GBMM

B. Energy Computation

Using the hopping model in [3] and given the average
distance per hop for the sensor as r, the final landing point
is subjected to a two dimensional normal distribution ∆r ∼
N(0, δ2I), where I is the 2×2 identity matrix. Note that we
assume the independence of the two dimensions because the
final landing point is independent of the directions. Assuming
the acceptable landing area is within 3δ (this can ensure most
of the jumps land in the target area), the number of hops to
traverse a distance l satisfies:

b l

r + 3δ
c ≤ N ≤ d l

r − 3δ
e (7)

We use the floor on the left and ceil on the right to
ensure that the robot can travel the distance l. Assume the
number of cells along the path is n+1 including the starting
and destination cell, then the number of cell crossing is n.
Suppose the distance from the closest sensor in each cell i
to the border is li, (i = 1, · · · , n) (this can be maintained or
computed by the gateway), then total hops H for GBMM is
between:

n∑
i=1

b li
r + 3δ

c ≤ H ≤
n∑

i=1

d li
r − 3δ

e (8)

If the energy for each hop is E, then we can get the upper
bound and lower bound for the energy as EH for migration.
We can also estimate the maximum energy as:

End Wc

r − 3δ
e (9)

because li is always less than the width of grid cell Wc.

VII. SIMULATION

To validate the correctness and effectiveness of our algo-
rithm and proposed models, we simulated the hopping sensor
network with random positioned supplier and consumer cells.
Scenarios were designed with grid sizes of 10 ∗ 10, 20 ∗ 20,
30∗30, 40∗40 and 50∗50 grid cells. Each grid cell, with 3-5
hopping sensors randomly distributed, represents an area of
60 ∗ 60 square meters, which allowed us to represent fields
areas up to 9km2. Hopping sensors are assumed to have
a hopping range with a landing precision radius varying
from 2.1 to 3.9 meters. Each hop is modeled to consume
a random time between 2 and 5 seconds. Obstructions are
randomly distributed in the network and are simulated as
non-functional grid cells. Simulations also compared varying
number of obstructions with: 0%(no obstructions), 5%, 10%,
15% of obstruction ratio to the total number of grid cells. For
each simulation, experiments are run 50 times to calculate
average values.

The first two simulations are to evaluate the performance
in the matching process by measuring network load (grid
cells involved in packet forwarding). As shown in Figure
8(a), BSMF has a much fewer number of grid cells in-
volved in the matching process with 5% obstruction ratio
compared to the broadcast approach which guarantees a
matching if it ever exists. The conventional quorum-based
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Fig. 8. Simulation Results

matching fashion is not compared as it fails with presence
of obstructions. In the extreme case, BSMF involves only
9.4% cells to participate compared with broadcast. In Figure
8(b), the performance of BSMF for varying grid sizes and
amount of obstacles is tested and verified. On average,
BSMF involves 80.2% less cells compared to the broadcast
approach. Fewer amounts of involved cells indicate much
lower total energy consumption, considerably less packet
transmission and network traffic generated in the process.

The third simulation evaluates the number of hops and
time in the sensor movement process. Its objective is to
measure the total amount of hops taken by sensors to perform
the relocation movement after obtaining the relocation path
by BSMF. As presented in Figure 8(c), the varying number
of obstacles has little impact on the number of hops in
our model, which demonstrates that the movement spends
almost a constant amount of energy, regardless of the amount
of obstacles in the movement process. The nearly constant
number of hops is contrasted by the trend of network traffic
in the second simulation. This result can be explained as the
movement is only related to the quorum with the “optimized”
intersection, while the matching process is to generate all the
possible routes to link the consumer and supplier.

VIII. CONCLUSION AND FUTURE WORK

We studied sensor relocation considering obstructions and
proposed an enhanced Quorum-Grid relocation solution with
an optimized BSMF algorithm. The proposed algorithm is
decentralized and can detect new obstructions in the sen-
sor supplier and consumer matching process. Furthermore,
the grid-based movement model is developed and studied
with energy computation, suitable for imprecise-movement
hopping sensors. The relocation cost has been taken into
account, by implementing a path optimization during match-
ing process execution. Simulation with different grid sizes,
random distribution of hopping sensors, and varying amount
of obstructions shows that our scheme reduces the involved
number of cells in the matching process by 80.2% on average
compared to the broadcast approach and achieves relatively
constant total energy consumption by evaluating total number
of hops in the actual movement.

In future work, we will (i) model and analyze the un-
evenness and patterns of the rugged terrain; (ii) enhance the
algorithm to cope with newly appearing obstructions during
the sensor movement process; (iii) compute the optimal grid
cell size for the grid structure.
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