Abstract - This paper describes our updated system for industrial robot joint offset calibration. The system consists of an IRB1600 industrial robot, a laser tool attached to the robot’s end-effector, a position-sensitive device (PPD), and a PC based controller. By aiming the laser spot to the center of position-sensitive-detector (PSD) on the PPD with different robot configurations, the developed system ideally implements our proposed calibration method called the virtual line-based single-point constraint approach. However, unlike our previous approach, the calibration method is extended to identify the offset parameters with an uncalibrated laser tool. The position errors of the PPD and the sensitivities of error in the PSD plane to the variation of joint angles are analyzed. Two different robot configuration patterns are compared by implementing the calibration method. Both simulation and real experimental results are consistent with the mathematical analysis. Experimental results with small ($10^{-3}$-$10^{-2}$) mean and standard deviation of parameters error verify the effectiveness of both the sensitivity analysis and the developed system.
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I. INTRODUCTION

It is well known that robot has high repeatability but low accuracy. Researchers have been working to improve the accuracy of industrial robots. With the industrial robot widely used in the complicated tasks requiring continuous path or precise localization, eg., arc welding, cutting, surgery, and anything else based on offline programming, etc., accuracy of the robot is more and more important.

Although there are many sources of inaccuracy, such as gear errors, thermal expansion, and structural deformations, the main source of the inaccuracy lies in the parameter errors of robot kinematics model. Robot calibration is an efficient way to improve the accuracy. There has been considerable research in this field. Robot kinematic parameters calibration methodologies and systems have been developed [1]-[5].

One kind of method relies on highly precise equipment measuring the robot end-effector pose, eg., coordinate measurement machines (CMM) [1] and laser tracking system [2]. However, the process is time/manpower consuming, and the device is expensive.

The other kind of method imposes some constraints on the end-effector to form closed kinematic chains [3] [4] [5]. These methods suffer from inexact positioning and time consuming. Newman et al. [6] and Chen et al. [7] proposed a calibration method using laser line tracking. Gatla et al. [8] described the virtual closed kinematic chain method. They gave the simulated results and did not implement a practical calibration system.

In addition, once the robot is shipped from the robot manufacture and installed for the user, some kinematic parameters, such as the link length, link twist and link offset, related to the mechanical structure of the robot itself, do not change too much, typically. However, some kinematics parameters such as joint offset might be changed more often because of the assembly or the replaced motors and encoders. What is more, the joint offset change only a little, then the positional accuracy is affected significantly. According to [6][7], more than 90% of the positional inaccuracy issues of the industrial robot are caused by the robot offset.

To fit this requirement of joint offset calibration, a new parameter calibration approach called virtual lines-based single-point constraint (VLBSPC) is proposed and a calibration device based on PSD and laser was implemented in our paper [9]. Unlike previous calibration methods, this approach does not need any physical contact and the developed device is affordable. The proposed method depends mainly on a laser pointer attached on the end-effector of a robot and only one PSD.

However, it is essential to develop a portable and affordable device for industrial robot joint offset calibration that can be used widely and frequently in the user factory, not only in the robot factory. That is to say, an offset calibration system that is fast, automated, and highly precise, most important, more low-cost and compact design will have high demand in manufacturing using industrial robots. In this paper, the newly developed calibration device is implemented and presented in detail. Based on the platform, the feedback errors of the PPD and the sensitivities of variations of joint values to the robot configuration and PSD position are analyzed.

In addition, parameters of the laser line are changed often because of the installation and laser spot adjustment. Hence,
in this paper calibration parameters were extended to both joint offset and the laser line parameters at the same time. Calibration experiments referring to the configurations of the robot and PSD position are discussed. One is the location of the PSD changed, and the other is the different types of positions and orientations of end-effector loading the laser lines aiming towards the center of the PSD. Both simulation and real experiments implemented on an ABB industrial robot (IRB1600) verified the effectiveness of both the proposed method and the developed system.

This paper is structured as follows: the updated calibration system is presented in Section II. The modeling, mapping, errors, and sensitivities analysis of offset calibration are described in Section III. Both simulation and experimental results are demonstrated in Section IV. Finally, we conclude the work.

II. PORTABLE CALIBRATION SYSTEM

Fig. 1 shows the schematic design of robot offset calibration system, which is implemented and verified on an ABB robot as laboratory test-bed, shown in Fig. 2. The robot includes an ABB robot controller (IRC5) and a 6-DOF manipulator (IRB1600).

![Fig.1. Schematic of the portable calibration system](image1)

The calibration system consists of battery-powered laser and laser adapter, as shown in Fig. 3(a), and portable position-sensitive device, as shown in Fig. 3(b). The portable position-sensitive device is equipped with battery, DC power, PSD interface tuning circuit, USB analog acquiring module and USB wireless device.

A single segmented PSD is employed and mounted on the fixture. The fixture is arbitrarily located on the robot workspace. The center point of the PSD is supposed to be the single-point constraint. The interface circuit is well designed and the signal tuning board can process the raw output of the laser spot on the PSD surface for two-dimension position feedback. USB-1408FS is used to acquire the analogy signal from the processing board.

PC-based controller performs collecting PSD output by wireless, PSD-based positioning servo and calibration algorithm. Through the network-based communication between robot controller and the PC-based controller, the latter can obtain the current robot position information (task space and joint space) from the robot controller and send the control command to the robot controller as well as update the target position in real-time.

![Fig.2. ABB robot and newly developed calibration system](image2)

III. CALIBRATION MODELING AND ANALYSIS OF ERRORS

A. Kinematic Error Model

The Denavit-Hartenberg [10] is a widely used convention for frame of reference in the forward kinematics. A model of the IRB1600 robot according to DH conventions is built [9]. Consider the joint offset, let \( \delta_i \) denote the offset value of the \( i \)th joint, in the DH convention each homogeneous transformation is represented as,
where use notation \( c \tilde{\theta}_i \) for \( \cos(\theta_i + \delta) \) and \( s \tilde{\theta}_i \) for \( \sin(\theta_i + \delta) \).

Combining the joint offset and the six coordinate frames, forward kinematics \( ^bT_e \) with the offset error is written as,

\[
^bT_e = \tilde{T}_1 \tilde{T}_2 \tilde{T}_3 \tilde{T}_4 \tilde{T}_5 \tilde{T}_6.
\]

### B. Uncalibrated Laser Tool

A laser tool, a focusable laser pointer with its adapter, is rigidly attached on the end-effector of the robot. The laser line is adjusted to roughly align its orientation toward the x-axis in the end-effector frame. Let \((M_E, N_E, P_E)\) denote the unit direction vector and \((x_{OE}, y_{OE}, z_{OE})\) denote the position of a point of the laser line in the end-effector frame. Once the laser pointer and the adapter is fixed, the laser line in the end-effector frame is given by

\[
\frac{x - x_{OE}}{M_E} = \frac{y - y_{OE}}{N_E} = \frac{z - z_{OE}}{P_E}.
\]

Note the values of \((M_E, N_E, P_E)\) and \((x_{OE}, y_{OE}, z_{OE})\) are unknown. However, the number of independent parameters is 4 for the laser line (let \( \kappa = \{M_E, N_E, y_{OE}, z_{OE}\} \)). One vector is dependent and \( x_{OE} \) is the offset along the x-axis in the end-effector frame (let \( x_{OE} = 0 \)). Joint 1 is dependent to the base frame and joint 6 is dependent to the parameter of laser line. Thus, the total number of calibration parameters to be identified is 8 (4 joint offsets + 4 laser line parameters).

### C. Calibration Pattern and Calibration Method

![Fig.4. Schematic of calibration procedure](image)

The calibration method represented in [9] relies mainly upon a laser pointer attached on the end-effector of a robot and single PSD. The calibration procedure is aiming a laser beam from the laser pointer at the same point from various positions and orientations by using hybrid visual/PSD servoing [11], as shown in Fig. 4. The same point is the center point of the PSD, and the coordinates of the point in the robot base frame are unknown. The calibration pattern of aiming the laser at the point from right side of the PSD to left side is called pattern I configuration. Correspondingly, that from the back to the front is called pattern II configuration. It is obvious that these patterns determine the robot configuration. The configuration effect on calibration solution will be discussed in the next section.

Suppose \( N \) sets of joint angle are recorded after PSD based localization. Combining the matrix equation (4) and equation (5), laser lines will be represented in the robot base frame. Let \( \Gamma_i \) denote the \( i \)th laser line, \( P_k \) denote the intersection or the center of the shortest distance between \( \Gamma_{li} \) and \( \Gamma_{lj} \) \((i \neq j, i, j = 1, \ldots, N, k = 1, \ldots, M)\), and \( \bar{P}_{\text{ave}} \) denote the mean point of the total intersections \( P_k \) \((k = 1, \ldots, M)\). The coordinate errors of the points between \( P_k \) and \( \bar{P}_{\text{ave}} \) are denoted as \( \delta_{\Psi_k}, \delta_{\Psi_k}, \delta_{\Psi_k} \) in the \( x, y, z \) directions, separately. The parameters \( \Phi(\delta, \kappa) \) of joint offset and laser line are identified by minimizing the total sum of the squares of the coordinate errors.

\[
\Phi(\delta, \kappa) = \text{arg min}_{\delta, \kappa} \sum_{k=1}^{M} \left( \delta_{\Psi_k}^2 + \delta_{\Psi_k}^2 + \delta_{\Psi_k}^2 \right)
\]

where \( M \) is the number of the intersections between laser lines. Note \( \bar{P}_{\text{ave}} \) is updated during the minimization iteration process and \( P_k \) is the center of the line of the shortest distance from the lines between \( \Gamma_{li} \) and \( \Gamma_{lj} \) if the two lines do not have a real intersection.

The solution for the non-linear optimization is Levenberg-Marquardt algorithm (LMA) [12]. The optimum algorithm is a damped Gauss-Newton method based on the Jacobian \( J \) and damping parameter \( \mu \). The step \( h_{lm} \) is defined by

\[
\left( J^T J + \mu I \right) h_{lm} = -g
\]

where \( g = J^T \Psi\), \( \Psi = [\psi_1, \psi_2, \ldots, \psi_k]^T\), \( k = 1, \ldots, M\); \( \psi_k = \psi_k^2 + \psi_k^2 + \psi_k^2 \) and \( \mu \geq 0 \).

### D. Measurement Sensitivities of the PPD

The active area of the PSD is 10mm in diameter and the laser spot shooting on the PSD surface is about 2.5mm in diameter. To map the PSD sensing device (both PSD and the conditioning circuit), a laser pointer was fixed on a computer aided probe (Signatone CAP 945) perpendicular to the PSD surface. The probe allows it to position the laser beam in 2 DOF (\( x, y \)) crossing the PSD surface with high precision (accuracy: \( \pm2.5 \mu m \), repeatability: \( \pm1 \mu m \), resolution: 40 nm per step).

The result of the whole active area sweeping along the y-axis is shown in figure 5(a) and that of the central area is shown in figure 5(b). From the figure 5(a) and 5(b), the
output voltage of the device is nonlinear to the position of laser spot on the PSD and the central area of the PSD has much better linearity and high sensitivity than other area.

At the case of robot calibration, the center of PSD is desired position of robot localization. From figure 5(b), the sensitivity is about 0.1 volt per 20µm within the central area (from −0.6mm to 0.6mm). Based on observation from experiments, the measurement noise is within ±0.01 volt and consequently the error of the position is ±2µm in the x-axis and y-axis, respectively.

\[
\Delta L = \partial L / \partial \Theta.
\]

Consider the same point constraints at the two positions, we have

\[
\theta_2 \approx 0.002 \text{ degree}
\]

about X-axis w.r.t. the base frame. Hence, \( \Delta = \Delta L / \partial \Theta \).

The position and orientation of the end-effector can be represented by \((P_x, P_y, P_z, \phi, \theta, \psi)\) with respect to the base frame. The laser is fixed on the end-effector and roughly parallel to the x-axis in the end-effector frame. The distance between the laser pointer and PSD surface is varying and approximately \( \ell = 600 \text{ mm} \). It is obvious the small variations in orientation of laser pointer in the end-effector frame are magnified on the PSD surface. Without loss of generality, assume the PSD is parallel to the X-Y plane in the base frame. The laser is fixed on the end-effector and roughly parallel to the x-axis in the end-effector frame. Let \( \Delta \) denote the sensitivities and \( \partial L \) denote variation of the laser spot in distance with the variation \( \partial \Theta \) of joint angles. Then the sensitivities is given

\[
\Delta = \partial L / \partial \Theta.
\]

E. Localization Sensitivities Analysis in Joint Space

The PSD has the high resolution with better than 0.1µm in theory, and actually the PPD has the resolution of approximately 2µm under this experimental condition. The accuracy of robot localization should be between ±2µm and ±50µm (repeated accuracy) based on PPD feedback. Thus, it is important to know the sensitivities of the variations of the laser spot positions in the PSD plane to variations of joint angles at the robot joint space. Let \( \Delta \) denote the sensitivities and \( \partial L \) denote variation of the laser spot in distance with the variation \( \partial \Theta \) of joint angles. Then the sensitivities is given

\[
\Delta = \partial L / \partial \Theta.
\]

The position and orientation of the end-effector can be represented by \((P_x, P_y, P_z, \phi, \theta, \psi)\) with respect to the base frame. The laser is fixed on the end-effector and roughly parallel to the x-axis in the end-effector frame. The distance between the laser pointer and PSD surface is varying and approximately \( \ell = 600 \text{ mm} \). It is obvious the small variations in orientation of laser pointer in the end-effector frame are magnified on the PSD surface. Without loss of generality, assume the PSD is parallel to the X-Y plane in the base frame and robot locates in the initial position. The end-effector (joint 4) is rotated \( \zeta \) about X-axis w.r.t. the base frame. Hence, the variation of the laser spot on the PSD surface in the y-axis is

\[
\Delta L = \ell \sin(\zeta)
\]

Let the variations \( \Delta P_y = 0.02 \text{ mm} \), then

\[
\zeta = 0.002 \text{ degree}
\]

In this case, if the error from robot localization based on PSD servoing is less than 0.02mm, the error of joint 4 will be less than 0.002 degree. Fig. 6 shows the variations of the laser spot positions in the PSD plane to variations of joint 3. Other joint angles have the similar magnitude. However, note that the sensitivities vary with the robot configuration and actually it depends on the calibration system Jacobian. This is not discussed in the paper.

F. Effect of Configuration on the Solution

Based on the PSD feedback, the laser beam precisely aimed on the center (unknown position) of the PSD at pattern I or pattern II. Then N sets of joint angles are recorded, and LMA is employed to identify the parameters. The convergent step \( h_m \) is determined by (7) and is sensitive to the Jacobian \( J \) (note it is different from manipulator Jacobian). The position of PSD and the calibration pattern play an effect on the Jacobian. It can be proved mathematically by the relationship between the change in the intersection of two laser lines and the variation of joint angles. Without loss of generality, assume aiming a laser beam at the same point \( P_p \) from two positions \( P_A \) and \( P_B \). Accordingly the joint angles are recorded as \( (\theta_{11}, \theta_{21}, \theta_{31}, \theta_{41}, \theta_{51}, \theta_{61}) \) at \( P_A \) and \( (\theta_{12}, \theta_{22}, \theta_{32}, \theta_{42}, \theta_{52}, \theta_{62}) \) at \( P_B \), respectively. Let \( p_\ell \) coordinates in the base frame be

\[
p_\ell = \begin{bmatrix} p_x \\ p_y \\ p_z \end{bmatrix}
\]

Substituting the joint angles into (4) and the point \( p_\ell \) with different orientation can be represented by

\[
P_p = \begin{bmatrix} a_{11} & a_{12} & a_{13} & P_x \\ a_{21} & a_{22} & a_{23} & P_y \\ a_{31} & a_{32} & a_{33} & P_z \end{bmatrix} = \begin{bmatrix} b_{11} & b_{12} & b_{13} & P_{x_1} \\ b_{21} & b_{22} & b_{23} & P_{y_1} \\ b_{31} & b_{32} & b_{33} & P_{z_1} \end{bmatrix}
\]

where \( \tilde{T}_1 \) denote the transformation matrix of the laser spot frame w.r.t. the end-effector frame. Let \( \tilde{T}_L \) denote the transformation matrix of the laser spot w.r.t. the joint 2 frame. Then at the positions \( P_A \) and \( P_B \), \( \tilde{T}_L \) can be represented as

\[
\tilde{T}_L = \begin{bmatrix} a_{11} & a_{12} & a_{13} & P_{x_1} \\ a_{21} & a_{22} & a_{23} & P_{y_1} \\ a_{31} & a_{32} & a_{33} & P_{z_1} \end{bmatrix} = \begin{bmatrix} b_{11} & b_{12} & b_{13} & P_{x_2} \\ b_{21} & b_{22} & b_{23} & P_{y_2} \\ b_{31} & b_{32} & b_{33} & P_{z_2} \end{bmatrix},
\]

Consider the same point constraints at the two position, we have
Thus (13) and (15) can be given

$$p_1 = p_{11} c_\theta \theta_1 + p_{12} c_\theta \theta_2 + p_{13} s_\theta \theta_1 + 0.7 c_\theta s_\theta \theta_1 + 0.15 c_\theta \theta_1$$

$$p_2 = p_{21} c_\theta \theta_1 + p_{22} c_\theta \theta_2 + 0.7 c_\theta s_\theta \theta_2 + 0.15 c_\theta \theta_2$$

If the center of PSD locates on the x-axis in the base frame, then $\theta_1 = 0$. Thus (13) and (15) can be given

$$p_1 = p_{11} c_\theta \theta_1 + p_{12} c_\theta \theta_2 + 0.7 c_\theta \theta_1 + 0.15 c_\theta \theta_1$$

$$p_2 = p_{21} c_\theta \theta_2 + 0.7 c_\theta \theta_2$$

(16)

If joint 2 has a same variation $\Delta \theta$, let (16)$\times c \Delta \theta + (17)$, then we have

$$p_1 = p_{11} c_\theta \theta_1 + p_{12} c_\theta \theta_2 + 0.7 c_\theta \theta_1 + 0.15 c_\theta \theta_1$$

$$p_2 = p_{21} c_\theta \theta_2 + 0.7 c_\theta \theta_2$$

(17)

where $\theta = \theta + \Delta \theta$. These results prove that in this case $^1 \Psi_\theta$, $^2 \Psi_\theta$, $^3 \Psi_\theta$ are totally not related to the variation of joint 2 and thus joint 2 offset can not be identified.

Furthermore, if $p_\gamma \to 0$ and pattern II is employed, then

$$\theta_1 = \theta_2 \to 0$$. $^1 \Psi_\theta$, $^2 \Psi_\theta$, $^3 \Psi_\theta$ are still not sensitive to the variation of joint 2. If there are some noises added to the joint angles, the real parameters are difficult to be identified because of local minimum. Even if $p_\gamma$ is not close to zero, the change of joint 1 angle is very small under the pattern II, then the joint 1 angle is close to a constant. Thus it still suffers from the similar result. However, it is free from the problem under pattern I because the joint 1 angle changes a lot.

### IV. EXPERIMENTAL RESULTS AND DISCUSSION

#### A. Robot Localization

The real robot is limited to encoder resolution and noise. Experiments of robot localization were implemented on the IRB1600 industrial robot. Manipulator is roughly located within the active area of PSD surface with pre-designed pose by visual servo control. Thus controller is switched to PSD-based servo that precisely aims the laser line at the center of the PSD. At different unknown PSD position #1 and #2, the experiment of robot localization is repeated multiple times with seven different end-effector positions and orientations at pattern I and pattern II, respectively.

Table I shows the standard deviation of errors in joint space for robot localization at position #1 and position #2. From the table I, generally the standard deviation of errors was very small (from $10^{-5}$ to $10^{-3}$), indicating that the robot localization based on PSD feedback is stable and precise. In addition, for pattern I, the standard deviation of errors at the position #2 is much smaller than that at the position #1. However, the errors are close at position #1 and #2 for pattern II. These results also show that the sensitivities of variation of values to localization errors rely on the robot configuration and the PSD positions.

<table>
<thead>
<tr>
<th>Joint</th>
<th>Pattern II</th>
<th>Pattern I</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>#2</td>
<td>#1</td>
</tr>
<tr>
<td>J1 (deg)</td>
<td>6.2</td>
<td>6.3</td>
</tr>
<tr>
<td>J2 (deg)</td>
<td>7.5</td>
<td>8.6</td>
</tr>
<tr>
<td>J3 (deg)</td>
<td>10</td>
<td>11.1</td>
</tr>
<tr>
<td>J4 (deg)</td>
<td>51.5</td>
<td>33.6</td>
</tr>
<tr>
<td>J5 (deg)</td>
<td>9.2</td>
<td>10.1</td>
</tr>
<tr>
<td>J6 (deg)</td>
<td>54.9</td>
<td>37.9</td>
</tr>
</tbody>
</table>

#### B. Calibration with Different Robot Configurations and Noisy Data

The industrial robotic manipulator IRB1600 was created in simulation using its DH parameters [9]. The laser pointer was fixed on the end-effector toward the X-axis in the end-effector frame, with the accurate parameters of $(M_x = 1, N_x = 0, P_x = 0)$ and $(x_{eq} = 0, y_{eq} = 0, z_{eq} = 0)$. The center of PSD was located at the position (800mm, 100mm, 600mm) w.r.t robot base frame (it is unknown for the solution). A virtual PSD was built as a feedback to locate the laser beam on the center of the PSD surface. A real robot joint has limited resolution and robot localization noise even though the precise PSD-based feedback system is used. Therefore, we add noise to the joint and the position of the PSD in order to make the simulation more realistic. Combining the encoder resolution and position sensor noise ($\pm 2\mu m$), we can safely assume the maximum noise of robot localization is $\pm 0.05mm$ (equal to the repeated accuracy). Let PSD locate at different positions and laser aiming at the PSD center with eight positions and orientations rotating about x-axis and y-axis in the base frame, respectively. Coordinates of PSD center are P1 (900mm, −50mm, 400mm) w.r.t robot base frame (it is unknown for the solution).

Table II shows the results of the calibration with the PSD position of P1. Column 2 shows the actual offset parameters used by the simulation. Column 3 shows the mean error of the parameters identified by repeating the experiment five times with random localization error within $\pm 0.05mm$. Column 4 shows the standard deviation of the parameters errors with respect to the actual values. Column 5 and Column 6 show the mean and standard deviation of the parameters errors by repeating the experiment with pattern I configuration. From column 3 and column 4 mean error and standard deviation error of joint 2 are close to $-1.2$ degree and 0.56 degree, which is far away from the actual value of $-0.4$ degree. Results show offset parameter of joint 2 cannot be identified and consequently the offset parameter of joint 3 is affected with pattern II. From column 5 and column 6 mean error and standard deviation error of all parameters are small ($10^{-5}$) with the big localization noise of $\pm 0.05mm$. It verify the calibration method is feasible with the optimum pattern I.
configuration. Results justify robot configuration plays a big effect on the calibration solution. The experimental result is consistent with the mathematical analysis in section III-F.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Actual Value</th>
<th>pattern II configuration</th>
<th>pattern I configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>δ₂ (deg)</td>
<td>-0.4</td>
<td>-118.93</td>
<td>56.36</td>
</tr>
<tr>
<td>δ₃ (deg)</td>
<td>0.5</td>
<td>2.11</td>
<td>16.23</td>
</tr>
<tr>
<td>δ₄ (deg)</td>
<td>-0.5</td>
<td>0.07</td>
<td>0.08</td>
</tr>
<tr>
<td>δ₅ (deg)</td>
<td>-0.5</td>
<td>0.07</td>
<td>0.08</td>
</tr>
<tr>
<td>Mₑ</td>
<td>1.0</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Nₑ</td>
<td>0.0</td>
<td>0.076</td>
<td>0.054</td>
</tr>
<tr>
<td>y₀ₑ (mm)</td>
<td>0.0</td>
<td>-0.048</td>
<td>0.093</td>
</tr>
<tr>
<td>z₀ₑ (mm)</td>
<td>0.0</td>
<td>-0.0835</td>
<td>0.0502</td>
</tr>
</tbody>
</table>

Table III shows the results of the offset calibration experiment implemented on the ABB manipulator IRB1600. Column 3 shows the mean of parameters, and column 4 shows the standard deviation of the parameters from repeated experiments. The standard deviation of the parameters was small (10⁻²), indicating the stability of the calibration method.

V. CONCLUSIONS

Robot joint offset has a much larger influence on robot positioning accuracy after leaving the robot factory for the end user. Using our proposed virtual lines-based single-point constraint approach, a portable, low-cost, battery-powered, wireless and automated calibration system was implemented. The mapping of the PPD was performed, and the error was analyzed. The errors in joint space are magnified in PSD plane, and consequently the resolution in the joint space is improved. The sensitivities of the calibration system were formulated mathematically, and verified pattern I was more efficient. Two types of patterns were experimented, and experimental results show pattern I configuration was a better configuration for the calibration issue. Both simulation and experimental results verified the feasibility of the sensitivity analysis and demonstrated the method can identify joint offset with un-calibrated laser tool parameters.

ACKNOWLEDGMENT

The authors would also like to thank Dr. George Zhang, Dr. Heping Chen, Dr. Thomas A. Fuhlbrigge, and Ms. Xiongzi Li of ABB for their technical advice and help during the process of this research.

REFERENCES


