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Abstract—This paper presents a new controller for locking a 

moving object in 3-D space at a particular position (for example 
the center) on the image plane of a camera mounted on a robot 
by actively moving the camera. The controller is designed to cope 
with both unknown robot dynamics parameters and unknown 
motion of the object. Based on the fact that the unknown position 
of the moving object appears linearly in the closed-loop 
dynamics of the system if the depth-independent image Jacobian 
is used, we developed a nonlinear observer to estimate the 3-D 
motion of the object on-line and an adaptive algorithm to 
estimate the robot dynamic parameters. With a full 
consideration of dynamic responses of the robot, we employed 
the Lyapunov method to prove asymptotic convergence of the 
image errors. Experimental results are presented to support the 
approach in this paper. 
 

Index Terms—Moving Object, Tracking, Nonlinear Observer. 
 

I. INTRODUCTION 

MAGE-BASED visual servoing is a problem of realizing 
motion control of robots by using the visual feedback from a 

camera. In many applications, robots need to track moving 
objects using visual feedback from cameras mounted on them. 
Technically, robotic vision-based tracking is a problem of 
locking the projection of the target object on the image plane 
to a particular position by controlling robot motion. For 
image-based visual servoing, many kinematics-based methods 
[1][2] have been developed. However, kinematics-based 
methods cannot yield high performance and guarantee 
stability because the nonlinear forces in robot dynamics are 
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neglected. The nonlinear forces not only decline the control 
accuracy but also cause instability of the system. Dynamic 
visual servoing were studied by Hashimoto et al. [3] provided 
that the camera intrinsic and extrinsic parameters are 
calibrated. To cope with uncalibrated problems, Kelly [4] 
proposed to employ an adaptive algorithm to estimate the 
unknown camera parameters on-line. Deluca et al [5] 
developed an observer for depth feature in image-based visual 
servoing. To solve 3-D uncalibrated visual servoing with robot 
dynamics, new adaptive controllers [6][7] were proposed in 
our recent work. In [8][9], we extend our work to dynamic 
tracking of manipulators with uncalibrated fixed camera.  

However, the approaches mentioned above all assumed that 
the objects to be tracked or the camera are stationary, and 
hence cannot be employed to tracking moving objects by 
active camera. The controller developed by Hashimoto et 
al.[10] incorporated the nonlinear robot dynamics in controller 
design and employed a motion estimator to estimate motion of 
an object in a plane. Dixon et al.[11] presented a 
Lyapunov-based method for designing dynamic controller for 
tracking objects in planar motion. However, those methods 
cannot be employed for tracking objects in the 3-D general 
motion. To track objects in 3-D motion, Hashimoto [12] 
proposed a nonlinear observer for estimating its motion 
velocity with a strong assumption that the acceleration of the 
target object is zero. In real applications, the target object can 
rarely move at a constant velocity.  

Our objective is to develop a controller for locking a 
moving object in 3-D space at the center on the image plane of 
a camera mounted on a robot by actively moving the camera. 
To achieve this objective, we developed a new controller to 
cope with both unknown motion of the object and the 
unknown robot dynamics parameters. In this paper, the first 
technical issue to be addressed is on-line motion estimation of 
the moving object, which is the most crucial part in this work. 
Based on the fact that the kinematics and dynamics of the 
system can be linearly parameterized by the unknown position 
of the moving object if the depth-independent image Jacobian 
is used, we developed a nonlinear observer to estimate the 3-D 
motion of the object on-line. The second technical issue we 
investigated is design of a dynamic tracking controller. The 
controller is designed based on the nonlinear observer and the 
depth-independent image Jacobian. By using the 
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depth-independent image Jacobian, it is possible to eliminate 
the nonlinear effect of the depth in the perspective projection 
so that the unknown position of the moving object appears 
linearly in the closed-loop dynamics of the system. The third 
technical issue is to design an adaptive algorithm to estimate 
the unknown robot dynamic parameters on-line. The 
Lyapunov method is used to prove the stability and 
convergence of the image errors. Finally, we implement the 
controller in robotic hand-eye system. Experiments results 
verified the performance of the proposed control method.  

II. KINEMATIC AND DYNAMIC MODELING 

A. Problem Statement 

Fig. 1 illustrates the robotic hand-eye system in which a 
camera mounted on a robot manipulator is to trace an object 
with unknown 3D motion. Suppose that the camera is a 
pin-hole camera with perspective projection. Furthermore, 
assume that the camera intrinsic and extrinsic parameters are 
calibrated. The problem addressed is defined as follows: 

Problem 1: Assume the motion of the object and the robot 
dynamic parameters are both unknown, how to control motion 
of the robot so that the projection of the moving object is fixed 
at the center on the image plane. 

B. Kinematics 

Denote the joint angle of the manipulator by )(tq , and the 

homogeneous coordinates of the feature point w.r.t. the robot 
base frame by )(tx . Denote the homogenous transform matrix 

of the end-effector with respect to the base frame by ))(( tqTe . 

Under the perspective projection model, the image position is 
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1
)( 1 tt

tz
t e xqPTy                         (1) 

where P is the matrix consisting of the first two rows of the 
matrix M, which represents the known and constant 43  

perspective projection matrix. Let T
im  denotes the i-th row 

vector of the matrix M, the depth z(t) of the feature point is  
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By differentiating eq. (2), 
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Fig. 1.  Tracking a moving object using a robotic eye-in-hand system. 

By differentiating eq. (1) and combining with (3), we obtain 
the following velocity relation: 
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))(),(),(( ttt xyqD  is called depth-independent image Jacobian 

[11] and ))(),(( tt yqB  is called depth-independent motion 

Jacobian. Notice the following property [16]. 
Property 1: The Depth-independent image Jacobian matrix 

))(),(),(( ttt xyqD  has a rank of 2. 

Note that (2) can be revised as 
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                 (5) 

Therefore, by differentiating above equation, 

0)())(),(()())(),((  tttttt xyqBxyqB           (6) 

Then (4) can be rewritten as follows: 

)())(),(()())(),(),(()()( tttttttttz xyqBqxyqDy      (7) 

Note that the unknown position )(tx  of the feature point 

appears linearly in the matrix. This property will play an 
important role in our controller design and can be described as: 

Property 2: For any parameters vector ρ , the vector 

)())(),(),(()())(),(( tttttttz qρyqDyρq    can be written as a 

linear form of the parameters: 
)())(),(()())(),(),(()())(),(( ttttttttttz ρyqBqρyqDyρq        (8) 

where ))(),(( tt yqB  does not depend on unknown  parameters. 

C. Robot Dynamics 

The dynamic equation of the manipulator has the form: 

τqgqqqCqHqqH  ))(())](),(())((
2

1
[)())(( tttttt    (9) 

where ))(( tqH is the nn  inertia matrix. The term )(qg  

represents the gravitational force, and τ  is the 1n joint input. 
))(),(( tt qqC   is a skew-symmetric matrix and for any vector s: 

0))(),(( sqqCs ttT                                (10) 

The robot dynamical equation enjoys one property that will be 
of great use to us in parameter estimation: 
    Property 3: The dynamics of the robots are linear in the 
physical parameters   as 
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where  ))(),(),(),(( tttt qqqqF   is the regressor matrix.  

III. IMAGE-BASED VISUAL TRACKING 

The control objective is to lock the projection of the feature 
The robot base frame 

Moving object 

Camera  

The camera frame 
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point at a constant desired position dy  on the image plane.  

A. Controller Design 

Since the desired position on the image plane dy  is 

constant, the desired velocity and acceleration are both zero. 
For convenience, introduce the following nominal reference:  

)()()( ttt d yyyy r                   (12) 

where   is a positive scalar, y  is the position error of the 

feature point on the image plane, i.e. 
                           dtt yyy  )()(                            (13) 

The error of the feature point to the defined nominal reference 
is given by 

     )()()()()( ttttt ry yyyys                 (14) 

Note that the trajectory errors y  and y  are convergent to 

zero if the error vector ys  is convergent to zero. 

Denote an estimation of the position of the feature point by 
)(ˆ tx , and the corresponding estimated depth by )(ˆ tz . Then, 

the estimation error is given by 
)()(ˆ)( ttt xxx                            (15) 

Introduce the following nominal velocity )(trq : 
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where ))(ˆ),(),((ˆ ttt xyqD  is the pseudo-inverse of the 

estimated depth-independent image Jacobian matrix, which is 
calculated using the estimated motion parameters as follows: 
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It should be noted that  ))(ˆ),(),((ˆ tttT xyqD  must have a rank 

of 2 in order to guarantee the existence of the pseudo-inverse. 
By Property 1, we can conclude the existence of the 
pseudo-inverse. 

The error vectors on the joint space are given by )(tqs : 

    )()()( ttt rqqsq                            (18) 

The nominal acceleration can be represented as: 
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(19)      
where only the last term depends on joint and visual 

accelerations. )(trq  includes all the terms without joint and 

visual accelerations. It is reasonable to assume that the 
acceleration of the object is bounded. Furthermore, suppose 

that we can estimate joint acceleration )(ˆ tq  and visual 

acceleration )(ˆ ty  from the joint velocity and visual velocity 

with bounded errors whose upper bounds are denoted by 1  

and 2 , respectively. Replacing the joint and visual 

acceleration by the estimated ones, we obtain 
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Multiplying the ))(( tqH  from the left to (20) and using (19), 

we obtain 
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where )(tq  and )(ty  are estimate joint and visual 

acceleration errors, respectively. And the last term in (21) are 
bounded by 

cttttt  ))(),(),(ˆ),(),(( yqxyqO           (22) 

where c is a positive constant 
Based on the nominal references defined, we propose the 
following controller: 
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(23) 
where 1K , 2K  and 3K are positive-definite symmetric gain 

matrices. The first three terms are to compensate for the inertia 
forces, the nonlinear centrifugal and Coriolis forces, and the 
gravitational force, respectively. The fourth term represents a 
feedback in the joint space. The fifth term is the image error 
feedback. The last term is to compensate for the error caused 

by introducing the new term )(ˆ trq .   

Submitting this controller into the robot dynamics results in 
the following closed-loop dynamics:  
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By property 3,  
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Equation (25) can be rewritten as 
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From (21), we can obtain 

))(),(),(ˆ),(),(()())(()(ˆ))(( ttttttttt rr yqxyqOqqHqqH   (27) 

Submitting (27) into (26) give us 
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Though equation (24) minus equation (28), we can obtain the 
following equation  
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where )()(ˆ)( ttt    is the robot physical parameters 

estimation errors. 

B. Observer Design 

Since the robots are to track moving objects whose motions 
are unknown, the crucial issue in the controller (23) is how to 

estimate the unknown trajectories ))(ˆ),(ˆ),(ˆ( ttt xxx   of the 

feature point moving in the 3-D space. We propose the 
following observer for on-line motion estimation of the feature 
point: 

)}(ˆ))(),(()){()(()(ˆ 4 tttttt ξKxyqBy,qBx      (30) 

where 4K  are positive-definite symmetric gain matrix. 

))()(( tt y,qB  is the pseudo-inverse of the matrix 

))()(( tt y,qB  defined in equation (5). ))(),(( tt yqB  is the 

time-derivative of matrix ))()(( tt y,qB . And 
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By differentiating eq. (31), we obtain the following relation: 

)(ˆ))()(()(ˆ))()(()( ttttttt xy,qBxy,qBξ          (32) 

The nonlinear observer (30) gives the first order derivative of 
the estimation position, which can be used to calculate the 
estimated position by numerical integration. Then the 
estimation is applied in the controller equation (23). 

As for the robot dynamics parameters, we design the 
following adaptive rule similar to the Slotine-Li algorithm to 
estimate on-line: 
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where 5K  are positive-definite symmetric gain matrix. 

C. Stability Analysis 

We here analyze the stability of the robot manipulator under 
the control of the proposed controller and observer algorithm. 
The Lyapunov method is used to prove the stability and 
convergence of the image errors. Barbalat Lemma is adopted 
to prove the stability of the system. We first consider the 
continuous property, which is necessary condition for Barbalat 
Lemma. 

Lemma 1: )(tqs , )(tξ and )()(ˆ ttz ys are uniformly 

continuous if )(tqs , )(tξ  and )(t  are all bounded. 

Proof:  Note that 
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From Property 2, 
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Substituting (35) into (34), we obtain 
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If )(tqs  and )(tξ  are all bounded, by the definition of )(tξ in 

(31), x̂  is bounded. From (36), we can conclude )(tys  is 

bounded, which directly leads to )(ty  is bounded. 

Consequently, from (4), )(tq   is also bounded. Then, we can 

claim the boundedness of the )(tqs  and )(ˆ tx  from the 

closed-loop dynamics (29) and (30), respectively. 
Consequently, )(tqs are uniformly continuous. 

    The boundedness of )(tξ  can be concluded by the 

boundedness of )(tq  and )(ˆ tx  from eq.(32). Consequently, 

)(tξ  are uniformly continuous. 

Multiplying the 2)()(ˆ Ks ttz T
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By differentiating equation (36), we have 
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Since all the terms in the right-hand side of (38) are bounded, 
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d
ys  are also bounded. Consequently, )()(ˆ ttz ys  is 

uniformly continuous. 
Following is the main result of this paper:  
Theorem 1: Under the control of the proposed controller 

(23), the observer algorithm (30) for motion parameters 
estimation and the adaptive algorithm (33) for robot dynamic 
parameters estimation, the image error of the feature point is 
convergent to zero, i.e. 

                        0y  )(lim tt                           (39) 

0y  )(lim tt                            (40) 

Proof: Consider the following non-negative function: 
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Multiplying the )(tT
qs  from the left to the closed-loop 

dynamic results in 
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Differentiating V(t) result in 
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By multiplying the )(tT  from the left to the adaptive 
rule of robot physical parameters (33), we obtain 
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(45) By combining the nonlinear observer (30), (32), (44) and  
(45), we have  
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Here 3K  is selected by c3K , then )(tV  is never positive.  

From equation (41) the function V(t)  never increases its value 
so that it is upper bounded.  From the definition (41), bounded 
V(t) directly implies that the joint velocity error )(tqs  and 

)(tξ are all bounded. 

By Lemma 1, )(tqs , )(tξ and )()(ˆ ttz ys  are uniformly 

continuous. Therefore, from the Barbalat Lemma [17], we can 
conclude the convergence of the error )(tys  as well as the 

image error )(ty  to zero. 

Remark 1: Note that from (24), the differential equations of 
the closed-loop dynamics has a discontinuous right-hand side. 
Let   denote system states and ),( tF  denote the right-hand 

side of closed-loop system. Since the above proof requires that 

a solution exist for ),( t F , we will discuss the existence 

of Filippov’s generalized solution [13] to (24), similar to the 
arguments in [14]. Note that ),( tF  is continuous almost 

everywhere except in the set  0|),( qt s . Let ( , )tF  be 

an upper semi-continuous set-valued map which embeds the 

discontinuous differential equation ),( t F  into the 

corresponding differential inclusions ( , )t  F . One of the 

most obvious choices of ( , )tF  is given by the closed 

convex hull of ),( tF  (an explicit proof can be found in [15]). 

Then, we know that an absolute continuous solution exists to 

( , )t  F  that is a generalized solution to ),( t F . 

IV. EXPERIMENTS 

We have implemented the proposed controller in a 3 DOF 
robot manipulator (Fig. 2) at our laboratory. The moment 
inertia about its vertical axis of the first link of the manipulator 
is 0.005kgm2, the masses of the second and third links are 
0.167 kg, and 0.1 kg, respectively. The lengths of the second 
and third links are, 0.145m and 0.1285m, respectively. A 
Prosilica camera connecting to IEEE 1394 card installed in a 
PC with Intel Pentium IV CPU acquires the video signal. The 
frame rate is 100fps.   
The calibration values of the intrinsic parameters of the 
camera are 2182 pixels, 2186  pixels, 

3400 u pixels and 1990 v pixels. The initial estimations of 

the robot physical parameters are:  

T)0061.00259.00004.0

002.00001.00012.00005.00035.00005.0

0027.00009.00005.000032.000022.0()0(ˆ




 

The control gains used are 3.01 K , 0008.02 K , 5.03 K ,  

5.04 K  and 2.05 K . The camera is mounted on the 

end-effector, the robot manipulator is to trace a moving object 
with an arbitrary motion in the 3D world. The objective is to 
continuously keep the projection of the target object on the 
image plane stationary. 

 

 
Fig. 2.  The experiment setup. 
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The position errors on the image plane as well as the 
estimated 3D position of the moving object are shown in Fig. 3, 
which confirms expected asymptotic convergence of the 
trajectory error to the zero. Fig. 3(b) plots the estimated 3D 
position of the moving object. Fig. 3(c) plots the estimated 
robot physical parameters. The nonlinear observer is only to 
guarantee that the tracking trajectory error converge to zero. 
The estimated parameters may not converge to the real ones. 
The sampling time used in the experiment is 17 ms. 

 
(a) 

 

(b) 

 

(c) 

Fig. 3.  The experimental results: (a) The position errors on the image plane. (b) 
The estimated position of the moving object.(c) Estimated robot dynamic 

parameters (part). 

V. CONCLUSIONS 

This paper presents a new controller for visual tracking with 
eye-in-hand system. The objective is to lock the projection of 
the target object on the image plane to a particular position by 
controlling robot motion. The controller is designed to cope 
with both the nonlinear robot dynamics and unknown motion 
of the object. Based on the fact that the unknown 
position/velocity of the moving object appears linearly in the 
closed-loop dynamics of the system if the depth-independent 
image Jacobian is used, we developed a nonlinear observer to 
estimate the 3-D motion of the object on-line. We employed 
the Lyapunov method to prove asymptotic convergence of the 
image errors. Experiments have been conducted to 
demonstrate the performance of the proposed controller. 
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