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Abstract— Altitude is one of the most important parameters
to be known for an Unmanned Aerial Vehicle (UAV) especially
during critical maneuvers such as landing or steady flight. In
this paper, we present mixed stereoscopic vision system made
of a fish-eye camera and a perspective camera for altitude
estimation. Contrary to classical stereoscopic systems based on
feature matching, we propose a plane sweeping approach in
order to estimate the altitude and consequently to detect the
ground plane. Since there exists a homography between the two
views and the sensor being calibrated and the attitude estimated
by the fish-eye camera, the algorithm consists then in searching
the altitude which verifies this homography. We show that this
approach is robust and accurate, and a CPU implementation
allows a real time estimation. Experimental results on real
sequences of a small UAV demonstrate the effectiveness of the
approach.

I. INTRODUCTION

Unmanned Aerial Vehicles (UAVs) have received a lot of
attention in the last decade in order to increase their au-
tonomy. This autonomy includes the capacity of performing
maneuvers such as landing, takeoff or steady flight. Thus, a
fast and accurate estimation of parameters such as altitude,
attitude and velocities are required by the control loop. In this
paper, we propose a new mixed fish-eye/perspective stereo-
scopic vision system which is able to estimate autonomously
the altitude of the UAV but also to provide its attitude and
the free ground plane areas.

Altitude can be obtained by different techniques using
Global Positioning System (GPS), altimeter (laser or pres-
sure), radar or computer vision. However, standard GPS have
a vertical precision between 25 meters and 50 meters and are
sensitive to transmission interruptions in urban environment
for example. For pressure altimeters, the main drawback
is the dependance to pressure variation which implies an
accuracy error between 6% and 7%. Laser altimeters are
very accurate but require specific conditions about the reflec-
tion surface. Finally, radar sensors provide simultaneously
altitude and relief map but are active systems, possibly
detectable and energy consuming.

Computer vision techniques have been also increasingly
used during the last decade in order to estimate UAV
parameters and many systems have been proposed to measure
the altitude. Altitude estimation by vision systems presents
several advantages. First, it can be also used for other visual
tasks like obstacle avoidance, navigation or localization.
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Next, cameras are passive systems which are low energy
consumers and which can provide a great amount of infor-
mation per second. The main difficulty in systems based
on vision consists in selecting an appropriate reference to
estimate the altitude. In [14], [28], [29], the authors propose
to use a downward-looking perspective camera in order to
estimate the altitude according to a predefined pattern fixed
on the ground. This kind of approach is interesting since it
requires a single camera, provides a complete pose and can
be used in real-time. Nevertheless it is limited to specific
environment equipped with artificial landmarks. A single
perspective camera has been also used in many systems
based on optical flow measurement [1], [4], [6] and [16].
These systems are inspired by bees and consist in deducing
the altitude according to the optical flow knowing the speed
of the camera. [4] proposes to also estimate the pitch in
order to correct the optical flow contrary to the others, which
may lead to an unstable system. An original work using a
single perspective camera has been also proposed in [7].
The authors use a technique based on the learning of the
mapping between the texture information contained in a top-
down aerial image to a possible altitude value. This learning
is made for different kinds of ground and a spatio-temporal
Markov Random Field. In [27], a multi view algorithm based
on the sequence obtained with a single camera is proposed
in order to compute a digital map of the ground. Rather
than using a single camera which may lead to an insufficient
amount of features between successive images, some authors
propose to use stereoscopic sensors [20][26]. The proposed
approaches are based on the matching of interest points in
order to deduce elevation maps of the ground.

In this paper, we also propose the use of an original
stereoscopic sensor slightly different from the previously
mentioned systems since it is constituted of two different
cameras respectively fisheye and perspective. The benefit
of large field of view cameras for UAVs has been already
demonstrated in different works such as [19] for navigation
or [12] for attitude estimation. The use of a mixed sensor
allows to obtain a large field of view with the fisheye lens
while the perspective camera provides a better accuracy in
the image. We just assume that the ground plane is dominant
in the perspective image and the stereovision sensor is
calibrated. In this way, there exists a homography between
the two images of the ground plane. Since, we are able
to estimate the attitude of the UAV by the omnidirectional
image as in [12] or [11], we can deduce the normal of
the ground plane and finally find the altitude which verifies
this homography (fig. 2, fig.4). Then we propose a plane
sweeping algorithm in order to solve this task.
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Fig. 1. Mixed system on a quadri-rotor

Briefly, our approach presents several contributions. First,
the system is able to estimate autonomously the altitude
without any other sensor and also provides the attitude and
the ground plane area. Next, we propose a correspondence-
free approach which allows to treat images with different
geometry (spherical and planar) and is particularly more ro-
bust than classical matching based stereoscopic approaches.
Finally, a CPU implementation allows a real time altitude
estimation on small UAV.

The rest of the paper is as follows. Part II deals with
the general principle with a global overview of the hybrid
system, its modeling and then the plane-sweeping. In part
III, we propose the plane-sweeping of mixed views to esti-
mate the altitude and segment the ground plane. We finally
present in part IV experimental results on real sequences
with a quantitative evaluation of the error and a real time
implementation on a small quadri-rotor UAV.

II. GENERAL PRINCIPLE

A. Hybrid sensor

1) Global Overview: We propose a mixed perspec-
tive/omnidirectional stereovision system (fig. 1) which is able
to estimate altitude in real time as well as the ground plane
and the attitude.

The advantage of the omnidirectional sensor is the wide
field of view while the drawbacks are the poor resolution
(particularly near the borders), non linear resolution of the
image and the distortions. Advantages of fisheye in compari-
son with catadioptric cameras are their reduced sensitivity to
vibrations and the suppression of the blind spot at the center
of the image.

On the other side, perspective cameras possess a good
and constant resolution, low distortions but a limited field of
view.

By combining a such mixed stereo rig, we can add
advantages of each sensor. The fisheye provides attitude
information (fig. 5) whereas perspective view can provide
motion information more precisely than on fisheye view.
Then the main problem in our system consists in matching
between the omnidirectional and the perspective images
because of the distortions. Different approaches are then
possible:

Fig. 2. Global overview of altitude estimation

• First, by knowing the intrinsic parameters of the fisheye
camera, a rectified equivalent perspective image could
be recovered in order to perform for example, a feature
matching. However, this approach requires different
processings such as warping and interpolation which
decrease a real time performances.

• Some recent works propose the unitary sphere as unified
space for central image processing and feature match-
ing. However, as previously, this solution can not be
implemented in real time and is not adapted for mixed
view.

• Finally, we propose a real time correspond-less ap-
proach which consists in comparing directly the images
without any feature extraction.

Since the altitude is estimated according to the ground
plane, we can use this plane as reference. In this way, we
will demonstrate that there exists a homography between
the omnidirectional and perspective images. The general
equation of a homography is H = R − T n′

d , where R and
T define the rigid transformation between the two views, n′

is the normal of the plane in the first image and d is the
distance from the plane and the first camera. In our case, d
corresponds to the altitude (see fig. 4).

Consequently, if we are able to find this homography
between the two images, we can deduce d since R and T
can be known by calibration and n′ can be computed using
attitude estimation methods based on omnidirectional vision
such as [3], [10], [11] or by IMU (see fig. 2).

2) Camera Models and Calibration: Despite fisheye
lenses cannot be classified as single viewpoint sensor [2],
we use the unitary sphere in order to model our camera [31].
Mei and Rives [25] have proposed a calibration method based
on this spherical model. This model is particularly accurate
and allows to model radial and tangential distortions of the
fisheye lens.

With the spherical model of [25], projection is divided
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in two steps. First, a world point xm is projected onto the
unit sphere xs through its center S. Then, this point xs is
projected to the image plane onto xi through O. Parameter
ξ defines the distance between O and S. This parameter is
estimated during the calibration. Mixed stereo calibration is
obtained by an adaptation of [5].

B. Plane-sweeping

Plane-sweeping has been introduced by Collins [8]. First a
reference view has to be defined. Then for each normal and
each distance to a 3D plane, each warped image is compared
(eq. 1) by homography to the reference image. Let I(p)
be the intensity of the pixel p in the image I and I∗ the
homography of the image I by the homography Hp.

I∗(p, d) = I(Hp) = I((R− T n
′

d
)p) (1)

The best estimation of the homography H corresponds
to the minimum global error of the difference between the
warped image and the reference view. In our application,
we extend this aspect. We take perspective Ip view as the
reference. The manipulation with the neighborhood on a
plane is more feasible than on a sphere. The image obtained
with fisheye camera is projected on the sphere and then
on the reference plane by homography. Notice our cameras
have the same orientation. The region in consideration on the
fisheye gets fewer distortions and better resolution than the
rest of the image. Then those two images can be compared
by subtraction (see fig. 3). We note Ip the perspective image,
Is the fisheye image projected onto the sphere and I∗s the Is
image projected by homography onto the reference frame.

Fig. 3. Mixed plane-sweeping.

III. PLANE-SWEEPING OF MIXED VIEWS

We propose to estimate the altitude d and to segment the
ground plane by mixed plane-sweeping with R, T, n′ known
by calibration and attitude estimation. First of all, we will
present the homography used in our models. Secondly, we
will expose the plane-sweeping of mixed views algorithm.

A. Sphere to plane homography

Given a mixed stereo rig modeled by a plane and a unit
sphere, we propose in this part to define the homography of
the 3D ground plane that exists between the two views from
different types of cameras (see fig. 4). In [17], a homography

links two projections of a 3D plane on two planes. In [24],
homography links two projections of a 3D plane on two
spheres:

H = R− T n
′

d
(2)

Let us consider:
• Xp, a point of the 3D plane projected on the perspective

view.
• X∗p , the projection of Xp from a perspective view to

another perspective view by homography.
• Xs, a point of the 3D plane projected on the sphere.
We have the following relation (3) for a homography

between two perspective views.

X∗p ∼ H−1Xp (3)

We replace those two planes of projection by a planar and
a spherical projection. We get eq. 4 up to scale:

Xs ∼
X∗p
||X∗p ||

∼ H−1Xp (4)

Fig. 4. Sphere/plane homography.

As regard what we have said previously, homography H
depends on R, T , attitude ~n and altitude d. Rotation R and
translation T are obtained by calibration. Normal ~n to the
ground plane can be obtained by [3], [10], [11] or by inertial
system. [3] work has been tested on a fisheye view (fig. 5).
Finally, we will estimate the altitude d by plane-sweeping.

B. Algorithm

To estimate the altitude parameter, our plane-sweeping
algorithm performs a top-down search of the altitude. Let
dmin and dmax be the minimum and maximum altitude to
estimate. In each iteration, the best altitude d̂k is estimated
from a range dkε[dmin, dmax], then the mask G is updated
(see algorithm 1). In this algorithm, the mask G corresponds
to the segmented ground plane. Pixels corresponding to the
ground plane are in white color in figures 6(c). In order to
obtain a real time method, we propose to estimate the altitude
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Algorithm 1 Altitude and ground plane segmentation algo-
rithm - initialization
Estimation(dmin, dmax, s,∆d)

{Initialization}
a0 = d̂−1 = dmin
b0 = d̂0 = dmax
G = {pεP ixels}
while |d̂k − d̂k−1| > ∆d do
{Estimation of the best altitude}
d̂k+1 = argmin

d∈{ bk−aks−1 t+ak;tε[0,s−1]}
(
∑
pεG |IP (p) −

I∗S(p, dk)|)
{Estimation of inliers/outliers mask}

G = {pεP ixels,
|
∑

p1εWp
|IP (p1)−I∗S(p1,d̂)|∑

p1εWp
IP (p1)

< thres}

{Estimation of the new range depending on sampling}
ak+1 = d̂k+1 − bk−ak

s−1
bk+1 = d̂k+1 + bk−ak

s−1
k = k + 1

end while
Return d̂k

at time t using time t − 1. We define ∆d the tolerance of
altitude and s the step.

The estimation is performed in two phases:
• Initialization: we estimate the best altitude which is in

a wide range of altitudes (algorithm 1).
• During flight: we use the altitude estimated in the ini-

tialization phase to obtain a narrower range dtε[dt−1 −
rd, dt−1 + rd] by substituting in (algo. 1) dmin =
dt−1 − rd, dmax = dt−1 + rd with rd computed in
(eq. 5,6). This range depends on the vertical velocity
vv of UAV (about ±5000mm/s) and the hardware
computation power in frames per second noted fps.

rd =
vv
fps

(5)

dtε[dt−1 − rd, dt−1 + rd] (6)

As we will see in the following section, our algorithm is
able to compute both the altitude and the ground plane in
real time with mixed stereo system.

IV. EXPERIMENTAL RESULTS

We can distinguish our results in two parts: firstly, images
are processed offline, with standard cameras like Sony XCD-
V50CR. In the second part, images are processed online
for embedded applications with micro-cameras with M12
fisheye and perspective lens. In each experiment, we estimate
the attitude with an inertial central (IMU) to validate our
approach.

A. Attitude estimation by fisheye lens

For the attitude estimation, we get results from an IMU
to have the less error and the best computation time. In the

Fig. 5. Error of attitude estimation = 0.69◦ - red lines are detected edges,
green lines are 3D lines projected in the image

future, we will use an adaptation of [12] and [3]. The error
introduced with this method has a maximum of 3◦. Our
algorithm is insensitive to low attitude errors. For example,
with synthetic images, an error between 3◦ and 5◦ of attitude
estimation will introduce an error between 0.1% and 0.4%
for altitude estimation. This method tested on our fisheye
lens estimates the attitude as well as catadioptric lens does
(see fig. 5).

B. Altitude estimation and/or ground plane segmentation

Then, we present two cases of experimental results where
real altitude is estimated by a laser telemeter and error
computed like error = (estim altitude−real altitude)

real altitude .
• the first, made with two cameras with a 447mm base-

line. It is fixed on a pneumatic telescopic mast. Altitude
and ground plane estimation are performed offline on a
GPU.

• the second, made with two micro cameras with a
314mm baseline. It is embedded on a compact UAV.
Altitude estimation is performed online by CPU pro-
cessing.

For the first experiment, in the one hand, we observe an
accurate estimation of altitude on free ground plane (tab. I)
with an error between 0.18% and 3.14% in case of a free
ground plane. In case of obstacles on the ground plane, we
observe a higher error, between 7.52% and 8.82%. In the
other hand we observe that higher is our system, less accurate
is the estimation because of the decrease of resolution in
function of altitude. Moreover, the accuracy depends on the
size of the baseline. Finally those results are well adapted for
our application. Accuracy is needed during the two phases
of landing and taking off i.e. near to the ground plane.

Type Ground truth Estim. altitude Error
Ground 2187mm 2200mm 0.59%
Ground 3244mm 3250mm 0.18%

Ground + obstacles
(low contrast) 3244mm 3488mm 7.52%

Ground 4072mm 4200mm 3.14%
Ground 5076mm 5202mm 2.48%

Ground + obstacles 4080mm 4440mm 8.82%

TABLE I
ALTITUDE GROUND PLANE ESTIMATION WITH AND WITHOUT OBSTACLE

- ALGORITHM PARAMETERS FOR THIS TEST: s = 6, thres = 25
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The second aspect of our algorithm is the segmentation
of ground plane, well estimated for contrasted areas. In case
of a plane without obstacles, the pneumatic telescopic mast,
where cameras are fixed, is well represented by outliers (in
dark on the image) (fig. 6(c)). For an image composed of a
dominant ground plane and walls, ground plane is segmented
as inliers while walls are segmented as outliers. The detected
area of inliers is 31% while an accurate estimation of inliers
area gives 54%. Our algorithm allows to segment globally
inliers/outliers to estimate dominant ground plane for our
application.

An aspect to improve in our algorithm is the case of poorly
textured planes. When the ground plane or outliers (wall,
objects) are homogeneous or poorly textured, outliers/inliers
segmentation becomes difficult.

(a) (b)

(c) (d)

(e)

Fig. 6. Altitude and ground plane segmentation - 4.8% of inliers - Fisheye
view (a), perspective view (b), ground plane segmentation (c), sphere to plane
homography (d), reference and homography comparison (e)

For the second experiment we implemented our system on
a small quadri-rotor (see fig.1). Micro cameras embedded
on the UAV (see fig. 7) are plugged on external laptop to
perform online altitude estimation. We tested the accuracy by
comparing altitudes estimated by plane-sweeping to altitudes
estimated by laser telemeter (Fig.8). On this figure, altitude
is well estimated for the range of altitude corresponding to
the landing and taking off phases of an UAV. The mean
error is 2.41%. An attached video shows an example of this
experiment and others are available [35].

Fig. 7. Embedded view of UAV - Est. altitude 1378mm
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Fig. 8. Comparison between laser altimeter and plane-sweeping

C. Performance on GPU, CPU and embedded boards

First, we developed this algorithm on GPU with brook+
for ATI that allows to get real time (30Hz) frame rate to
estimate both altitude and segment the ground plane. This
algorithm has been tested on ATI 4850 with E8400 3Ghz
CPU.

Then, we implemented this algorithm on CPU with a
lot of optimizations and without the segmentation of the
ground plane. With this implementation, we get min :
80Hz,mean : 180Hz,max : 250Hz that is above video
frame rate which allows us to process our algorithm online.
The platform for those tests is a Macbook Pro with a CPU
C2D P8400 2.26Ghz. A demonstration has been developed
[33]. We use a stereo rig with uEye cameras and get the
normal with an IMU. During this demonstration, the system
is able to estimate altitude in real time with robustness and
accuracy.

An embedded version of our algorithm has been exported
on the ARM of a Gumstix Overo Fire with OMAP3530 ARM
@600Mhz based processor. With this implementation we get
a frame rate around 5Hz that is not enough for real time
applications but relatively interesting for the ratio power/size.

By developing those algorithms both on GPU, CPU and
embedded board we get interesting results. For ground plane
estimation and altitude estimated together, results are real
time and can be implemented on an UAV with GPU. For
altitude estimation only, computation time is faster and can
be implemented on smaller quadri-rotor UAV.

We implemented and validated the altitude estimation
by CPU on a light quadri-rotor [33]. Algorithm has been
performed on a macbook pro in real-time and during the
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flight.

V. CONCLUSIONS AND FUTURE WORKS

We have presented in this paper a hybrid stereo sys-
tem. Mixed cameras are related by a homography which
allows to estimate both altitude and ground plane using
plane-sweeping. Compared to matching algorithms based on
feature matching, plane-sweeping is a correspondence-free
algorithm. It consists of directly comparing images. This
algorithm tests a range of altitudes and extracts the best
one where the global error is minimum. First, we have
implemented this algorithm on GPU and have presented good
preliminary results in video [34]. Then, we implemented the
algorithm of altitude estimation on CPU. A version of laptop
used for demonstration has a frame rate around 180Hz and
has been implemented on a real UAV. A second version has
been developed on an embedded board which has a size of
stick of gum with a frame rate of 5Hz. Notice on the video a
bigger computation time due to the processing of the video
realized during the flight.

Perspectives of this work will be to improve our algorithm
for the segmentation on poorly textured surfaces and to
implement an onboard version of our approach.
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