
  

  

Abstract—This paper proposes a method for interpretation 
of fuzzy voice commands based on the vocal cues. The fuzzy 
voice commands include fuzzy linguistic terms like “little” and 
quantitative meaning of such terms depends on the 
environmental conditions. Therefore the robot’s perception of 
the corresponding environment is modified by acquiring the 
user’s perception through a series of vocal cues. The user’s 
willingness to change the robot’s perception is identified based 
on the vocal cues to improve the adaptation process. The 
primitive behaviors related to the end-effector movements of a 
robot manipulator are considered and evaluated by a behavior 
evaluation network (BEN). A vocal cue evaluation system 
(VCES) is used to evaluate the vocal cues to adapt the robot’s 
perception by modifying the BEN. The user’s satisfactory level 
for the robot’s movements is utilized to track the satisfaction of 
the user. A situation of cooperative rearrangement of the user’s 
working space is used to illustrate the proposed system by a 
PA-10 robot manipulator. 

I. INTRODUCTION 
Human-friendly robotic systems are being emerged in the 

human working environments. Since the humans prefer to 
use voice instructions, responses, and suggestions including 
uncertain information involuntarily in their daily 
interactions, the ability of the robot companion to understand 
the uncertain information is crucial. A human-friendly robot 
equipped with human-like voice communication capabilities 
will be able to help disabled people, to increase the 
capabilities of the aged people, to support daily activities, 
etc. [1]–[4]. Normally, humans possess a natural ability of 
adapting to other humans and artifacts. The mutual 
adaptation is important in acquiring the information from the 
voice commands in human-human communications. Such 
adaptation can improve the usability of the robot 
companions in human-robot interaction [5]. 

The ability of understanding the fuzzy linguistic 
information plays a key role in human-robot interaction. In 
Pulasinghe et al. [6], robot control by using information-rich 
voice commands such as “move a very little forward” has 
been studied. Such voice commands inherit uncertain 
information due to the inclusion of fuzzy linguistic terms 
like “very little.” Generally, the voice commands, which 
include fuzzy linguistic information, are referred as fuzzy 
voice commands (FVCs) [7]–[9]. In [10], a method has been 
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proposed to evaluate the FVCs by considering a set of 
previous movements of the robot as internal rehearsals. In 
addition, the FVCs have been utilized to teach composite 
behaviors based on the primitives for posture control of a 
robot manipulator [11]. However, the quantitative meaning 
of such uncertain information depends on the environmental 
conditions and the user’s expectations. The main limitation 
of the above-mentioned methods is that the system of 
understanding and quantifying the fuzzy linguistic 
information in voice commands is predetermined. However, 
the ability to adapt the system for understanding the fuzzy 
linguistic information based on the user’s desire and the 
environmental conditions is important. 

The number of interactive steps required to adapt the 
robotic system toward the user’s desire is vital and lower 
number of interactions is preferred for human-like 
interaction. In [12], a method has been proposed to adapt the 
robot’s perception of the fuzzy linguistic information based 
on user feedback. The main limitation is the requirement of 
exceptional large number of adaptation steps to achieve the 
user’s satisfaction. The above-mentioned limitation is 
occurred due to the predetermined nature of the vocal cue 
evaluation process and inability to acquire the user’s 
willingness. Therefore, this paper proposes a method for 
interpreting the fuzzy voice commands based on vocal cues 
guided by the user’s willingness to change the robot’s 
perception. Here, the robot’s perception on the fuzzy 
linguistic information is modified by acquiring the user’s 
perception with his willingness to change the robot’s 
perception based on a series of vocal cues. The system 
overview is discussed in section II. Next section III 
discusses the evaluation process of the fuzzy linguistic 
information. Finally, results and conclusions are presented. 

II. SYSTEM OVERVIEW 
This paper proposes a method to understand the FVCs by 

evaluating the fuzzy linguistic information based on the 
user’s guidance as a series of vocal cues. The proposed 
system consists of an interaction manager, a behavior 
evaluation network (BEN), and a vocal cue evaluation 
system (VCES).  The end-effector movements of a robot 
manipulator are considered as the primitive behaviors for the 
proposed system. The BEN is utilized to evaluate the 
primitive behaviors and implemented by using a fuzzy-
neural network. The VCES is introduced to evaluate the 
vocal cues. Functional overview of the proposed method is 
shown in Fig.1. The interaction manger is utilized to manage 
the interaction between the human user and the robot. The 
voice commands are categorized into two groups: a FVC   
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(Vfvc) and a vocal cue (Vvc). The vocal cues and the FVCs are 
fed into the VCES and the BEN respectively.  

The fuzzy linguistic terms are assessed by modifying the 
robot’s perception toward the user’s perception of the 
environmental conditions. In the adaptation phase, it is 
fulfilled by navigating the end-effector of the robot 
manipulator for a selected set of tasks and acquiring the 
user’s perception on the robot movements by vocal cues. 
After each movement, the BEN is adapted based on the 
evaluated value of the vocal cue and the user’s willingness 
to change the robot’s perception that is acquired by 
considering a series of vocal cues. Here, the modified value 
of the movement error ek is obtained by modifying the 
evaluated value of the vocal cue based on the user’s 
willingness to change the robot perception k

aω  for ath fuzzy 
linguistic term for kth action group. Likewise, the adaptation 
process is continued by performing the tasks until the user is 
satisfied on the robot’s movements for the FVCs. After the 
adaptation phase, the system is capable of understanding the 
fuzzy implications in the FVCs based on the current 
environmental conditions as expected by the user. 

III. EVALUATION OF FUZZY LINGUISTIC INFORMATION 
The fuzzy linguistic information is evaluated by adapting 

the BEN based on the evaluated value of the movement error 
from the VCES. The end-effector movements of the robot 
manipulator are considered as the primitive behaviors. Fuzzy 
voice motion commands that affect only the end-effector  are 
used to activate the primitive behaviors [7]. The detailed 
descriptions of the possible set of fuzzy voice motion 
commands are shown in Table I. The user has been given the 
freedom to select any combination of action and action 
modification according to the expertise knowledge on the 
situation. Here, the lexical symbol “medium” is omitted in 
the user commands. 

A. Behavior Evaluation Network 
The fuzzy linguistic terms are evaluated and quantified 

based on the previous output of the corresponding action. 
The proposed BEN is implemented by adapting the system 
into a fuzzy-neural network architecture and the proposed 

structure is shown in Fig. 2. The available actions are 
grouped into three action groups by considering the 
similarity of movements as shown in Table I. Separate 
behavior evaluation sections are proposed for each action 
group in the fuzzy-neural network and included from layer 3 
to layer 7.  

Layer 1 transmits the user commands directly to the next 
layer. Layer 2 acts as an action selection layer.  Any node i 
activates the output depending on the existence of the 
corresponding action Ai in the user command where i = 
1,2,3. Then, the corresponding fuzzy predicate is transferred 
to the next layer. Layer 3 consists of two types of nodes; one 
is a command node to pass the fuzzy predicate included in 
the user command and the other is a node to acquire the 
previous value of the corresponding action. Layer 4 acts as 
the fuzzification layer of the fuzzy-neural network. In layer 
5, the nodes labeled as ∏ compute the T-norm by taking the 
algebraic product between the incoming signals. The output 
of any node s represents the firing strength of the sth rule, 
i.e., k

su . Layer 6 links the fuzzy antecedent part to the 
consequent part. Any node t of kth action represents a 
triangular membership function with center ( ) ( )[ ]H

k
tL

k
t

k
t aaa ,∈                      

and width ( ) ( )[ ]H
k
tL

k
t

k
t bbb ,∈  where t = 1,…,T. The nodes in the 

final layer generate the output and act as the defuzzification 
layer. Then the following function can be used to simulate 
the center of area method of defuzzification. It can be
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Fig. 1.  Functional overview of the proposed system. 

 

TABLE I 
FUZZY VOICE MOTION COMMANDS 

Action Groups Actions Modification 

G1 Move forward  
Move backward very little 

G2 Move left little 
Move right (medium) 

G3 
Move up far 
Move down  
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Fig. 2.  Fuzzy-neural network for BEN. Primitive behaviors are evaluated
and quantified based on a fuzzy predicate and the previous output of the
corresponding action Ai where i = 1,2,3. 
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formulated based on the sum-product composition for 
Mamdani fuzzy system [13], [14]: 

∑
∑
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The initial membership functions for the previous movement 
(µPD(h)) and the new movement (µND(l)) are defined by 
assuming the uniform distribution over the universe of 
discourse. They are illustrated in Fig.3. Here, the 
membership function for the previous distance is used to 
initialize the corresponding parameters of the layer 4. 
Likewise, the parameters of the layer 7 are also initialized 
based on the parameters of the µND(l). The connection 
weights of the layer 7 are adjusted based on the user’s 
guidance. 

B. Vocal Cue Evaluation System 
The VCES is introduced to evaluate the vocal cues and 

assess the movement error. A vocal cue includes user’s 
directives to modify the robot behaviors. As an example, the 
vocal cue “too large” includes the meaning that the robot 
movement for the corresponding user command is too large 
according to the environmental arrangement. Furthermore, 
user asks to adapt the system to obtain a lower output. 
Therefore, robot can extract the required degree of 
adjustments for more suitable movement. 

The VCES is realized by using a fuzzy inference system. 
The fuzzy linguistic information in the vocal cue is 
interpreted by assuming that the behavior change depends on 
the robot movement observed by the user. Therefore, the 
observed robot movement and the vocal cue are considered 
as the inputs of the fuzzy inference system. The evaluated 
error is the output. The vocal cue consists of a set of 
command components (i.e. “too large,” “slightly large,” 
“good,” “slightly small,” and “too small”) that are 
considered as singleton membership functions. The 
membership functions for the robot movement and the 
corresponding evaluated error and the rule base are used as 
in [12]. The center of area method of defuzzification is used 
to obtain the output [13]. 

C. Adaptation of Behavior Evaluation Network Guided by 
User’s Willingness 
The BEN is adapted toward the environmental conditions 

according to the user’s guidance based on the vocal cues and 
the user’s willingness to change the robot’s perception. The 
movement error is modified based on the user’s willingness 

to change the robot’s perception. In the training phase, a 
selected set of tasks are performed and the corresponding 
vocal cues are also acquired. After each movement, the 
parameters of the BEN are modified based on the modified 
movement error. Likewise, the training process is continued 
until the user feels a satisfactory level of the robot’s 
movements for the FVCs.  

The state of satisfaction for the robot’s movements is 
identified by considering the percentage of the vocal cue 
“good” in a sequence of previous movements. The user’s 
comment “good” implies that the user has satisfied about the 
robot’s movement and the assessed value of the 
corresponding fuzzy predicate. Therefore, the number of 
vocal cue “good” in a certain sequence of movements 
represents a measure about the overall satisfaction of the 
user. However, the user’s satisfaction for robot’s movements 
in a certain instant depends on the action group. Therefore, 
satisfactory levels of the user towards the robot’s 
movements are considered separately. The satisfactory level 
for kth action group ξk ∈ [0,1] is defined by 

  k
T

k
G

k
N
N=ξ                                    (2) 

where k
GN  is the number of vocal cue “good” in the robot 

movements of action group k from the number of total vocal 
cues k

TN  in the recent previous movements. 
The user’s willingness to change the robot’s perception is 

identified as a parameter that can extract the user’s 
motivation to change an assessment for a particular fuzzy 
linguistic term by considering a series of vocal cues. 
Therefore, the rate of adaptation is improved by acquiring 
the information related to the repetition of the vocal cues. 
According to the user’s guidance, the required adaptation is 
different for each fuzzy linguistic term. A separate parameter 
is selected for each fuzzy linguistic term in each action 
group.  As an example, two vocal cues, i.e., “too small,” 
“too small,” for the FVCs with fuzzy linguistic term “far” in 
action group G1 is considered. Here, the second vocal cue 
gives more emphasis on the required modification than the 
first. Therefore, the information included in the repetition of 
the vocal cues is utilized to find the user’s willingness. The 
user’s willingness to change the robot’s perception for ath 
fuzzy predicate in kth action group is defined by 

( )∑
=

−=
k
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m
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k
a

1
1 βξω                              (3) 
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Here, the component for the user’s willingness to change the 
robot’s perception from the vocal cue related to mth previous 
movement is βm and the corresponding values are 
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( )lNDμ( )hPDμ
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Fig. 3.  (a) and (b) represent the initial membership functions for the
previous distance and the new distance. The fuzzy labels are defined by, L:
Low, M: Medium, H: High for h and VVS: Very Very Small, VS: Very
Small, S: Small, B: Big, VB: Very Big, VVB: Very Very Big, F: Far, VF:
Very Far, VVF: Very Very Far, for l. 
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selected experimentally. The user’s willingness is defined as 
a function of the satisfactory level to consider the 
interrelation between them. 

Adaptation of the BEN is implemented by training the 
parameters of the membership functions for the new distance 
(µND(l)) corresponding to the parameters of the layer 7. The 
membership parameter trainings corresponding to the 
network weight training for the tth node of kth action at the 
( +1)th time step are given by 

( ) ( ) ( ) ( ) ( )[ ]
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where η represents the learning rate. ke1  and ke2  are the 
modified values of the movement error e, which are decided 
by the VCES based on the vocal cue and calculated by 

( )( ) 2,1  ,11 =−+= iee k
k
ai

k
i ξωδ                   (7) 

in which δ1 and δ2, where  0 < δ1, δ2 ≤ 5, are defined to 
match the corresponding ranges. ξk is the level of user’s 
satisfaction for robot’s movements in action group k. k

aω  is 
the user’s willingness to change the robot’s perception for 
ath fuzzy predicate in kth action group.  
 In addition, we have assumed that the vocal cue includes 
certain guidance to adapt the neighboring membership 
functions also from a reduced amount. An excitatory 
function is introduced to improve and accelerate the 
adaptation process. Therefore, the parameters for the nth 
neighboring node of tth node, where n = t–2, t–1, t+1, t+2, 
are considered. The membership parameter trainings for the 
neighboring nodes of tth node for kth action at the ( +1)th 
time step are given by 
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where the modified values of the movement error are 
calculated by 

  ( ) 2,1  ,1 =+= iefe k
k
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k
i ωδ                     (10) 

in which the excitatory function fk for kth action group is 
defined by 

( )
( )
( )
( )⎪

⎪
⎩

⎪
⎪
⎨

⎧

+=−
+=−
−=−
−=−

=

2  if  12.0
1  if  16.0
1  if  16.0
2  if  12.0

tn
tn
tn
tn

f

k

k

k

k

k

ξ
ξ
ξ
ξ

                    (11) 

where the excitatory function fk for kth action group is 
defined as a function of the satisfactory level to avoid the 
unnecessary distortions in the final steps of the training 
phase. 

IV. RESULTS AND DISCUSSIONS 
A situation of cooperative rearrangement of the user’s 

working space is considered to illustrate the system. The 
working space consists of a working table, a storing table, 
and a rack. The length, the width, and the height of the 
working table, the storing table, and the rack were selected 
as 17.08.05.0 ×× m3, 34.03.045.0 ××  m3, and 3.033.012.0 ××  
m3 respectively. The proposed system was implemented 
based on a PA-10 robot manipulator with 7-DOFs [15]. In 
addition, the system was equipped with the robot 
manipulator and the controller, a personal computer running 
on Windows operating system, and a microphone. The 
parameters related to the adaptation of the BEN were chosen 
as η = 0.1, δ1 = 1.5, and δ2 = 4.5 experimentally. 

In the adaptation phase, the user commented on the 
robot’s movements by visually observing the demonstration. 
Likewise, a series of tasks (i.e. sequences of primitive 
movements) were performed under the guidance of the user. 
The adaptation process was continued until the user satisfied 
with the robot’s movements. The variation of the 
satisfactory levels by considering the user’s willingness to 
change the robot’s behavior and one without considering it 
are shown in Fig. 4. The user’s satisfaction was identified 
based on a satisfactory limit of 90% (i.e. for all ξk = 0.9 
where k = 1,2,3). The number of steps required in the 
adaptation phase to achieve the user’s satisfaction is 
drastically reduced with the consideration of the user’s 
willingness. 

The final set of parameters for the membership functions 
of the new distance µND(l) corresponding to the parameters 
of the Layer 7 of the BEN after the adaptation is shown in 
Table II. Here, the center ( ) ( )[ ]H

k
tL

k
t

k
t aaa ,∈  and the width 

( ) ( )[ ]H
k
tL

k
t

k
t bbb ,∈ of each membership value of the fuzzy 

variable for the new distance are presented. The lower and 
upper bounds of the membership parameters were selected 
experimentally [12]. The universe of discourse of the 
membership functions for the previous distance µPD(h) in 
the BEN and the membership functions for the observed 
robot movement in the VCES were also modified in each 
adaptation step. They were modified based on the universe 
of discourse of the membership function for the new 
distance µND(l). Initially, the universe of discourse was 
selected as [0, 200] for all the action groups. After the 
adaptation phase, each universe of discourse for 
membership functions in action groups G1, G2, and G3 was 
changed to [0.00, 247.86], [0.00, 349.25], and [0.00, 
179.72] respectively. 

Few analogous tasks were performed before and after the 
adaptation process and analyzed to elaborate the proposed 
method. Here new set of tasks that was not used in the 
adaptation phase is considered. The selected sequences of 
movements for the above-mentioned tasks are illustrated in 
Fig. 5. The detailed descriptions of the user commands and 
the corresponding end-effector positions of the tasks EF and 

FE   are shown in Table III and Table IV respectively. The 
fuzzy implications “medium” and “far” were mainly used 
for controlling the end-effector of the robot manipulator 
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 in coarse movements. As an example, the robot movement 
for the user command “move far left” is considered from the 
above-mentioned example and it is marked by † in Table III 
and Table IV. Here, the adaptation has resulted an increment 
of the robot movement for the above-mentioned command 
from 165.88 mm to 272.35 mm. It means that the user has 
expected a larger movement for that command according to 
the environmental conditions. The fine movements were 
handled by using the fuzzy predicates like “little” and “very 
little.” The reduction in the evaluated value for the user 
command “move very little down” (i.e., marked by ‡ in 
Table III and Table IV) can be explained similarly. 
According to the results, the manipulator movements for the 
user commands containing the fuzzy linguistic terms “very 
little” and “little” were reduced in all the action groups. The 
evaluated values of the user commands containing fuzzy 
linguistic terms “medium” and “far” were increased in the 
movements of action groups G1 and G2 and reduced in the 
movements of action group G3. Therefore, the capability to 
use the FVCs for navigating the end-effector of the robot 
manipulator for coarse and fine movements was improved. 
This particular result implies that the robot movements for 
the FVCs were performed as expected by the user according 
to the contextual information. Thereby, the number of voice 
commands required to complete a particular task was 
reduced. 

Before the adaptation phase, the robot’s movements for 
the user commands are different from the expected values of 
the user. Therefore, there is a possibility to occur overshoots 
in the movements. Such unexpected movements were 
occurred in the above-mentioned example and the voice 
commands, which were used to correct the movement, are 
pointed by § in Table III. As an example, in task EF, voice 
command “move very little up” has been issued after the 
voice command “move very little down” to correct such an 
unexpected movement. The results verified that the 
adaptation of the system for understanding the fuzzy 
linguistic information toward the environmental conditions 
reduced the possibility to occur such overshoots in the 
navigation. Finally, the adaptation of the system based on 
the environment improved the overall usability of the 
system. 

V. CONCLUSION 
This paper has proposed a method for understanding the 

FVCs by evaluating the fuzzy linguistic information based 
on the user’s guidance. The robot’s perception on the fuzzy 
linguistic information was adapted based on a series of vocal 
cues. The adaptation process was significantly improved due 
to the consideration of the user’s willingness to change the 
robot’s perception based on a series of vocal cues. Thereby 
the number of steps required in the adaptation phase to
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Fig. 4.  (a), (b), and (c) represents the variation of the satisfactory level with the number of movements for action groups G1, G2, and G3 respectively. 
The variation without considering the user’s willingness to change the robot’s perception is represented by the blue continuous line. The red dotted line 
shows variation of the satisfactory level after considering the user’s willingness.  k

TN  is selected as 10 previous movements. 

TABLE II 
THE FINAL SET OF PARAMETERS FOR MEMBERSHIP FUNCTIONS OF NEW DISTANCE AFTER THE ADAPTATION 

Action Groups 
Parameters of the membership function for new distance [mm] 

VVS VS S B VB VVB F VF VVF 
 a1 a2 a3 a4 a5 a6 a7 a8 a9 

(Initial value) 0.00 25.00 50.00 75.00 100.00 125.00 150.00 175.00 200.00 
G1 0.00 11.41 25.36 70.62 132.42 177.99 208.07 227.01 247.86 
G2 0.00 11.23 29.80 72.61 128.76 197.49 272.46 308.52 349.25 
G3 0.00 10.81 19.37 34.88 62.99 101.62 135.74 156.92 179.72 

 b1 b2 b3 b4 b5 b6 b7 b8 b9 
(Initial value) 25.00 50.00 50.00 50.00 50.00 50.00 50.00 50.00 25.00 

G1 16.88 28.34 34.07 47.08 71.11 84.32 87.21 82.67 39.70 
G2 19.06 36.05 37.03 48.41 68.67 97.33 130.14 115.12 73.16 
G3 17.08 33.12 29.25 23.26 25.66 35.08 41.49 45.81 23.97 
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achieve the user’s satisfaction was drastically reduced. The 
proposed system is capable of evaluating the fuzzy 
implications in a contextual dependent manner. It enabled 
the capability to adapt the robotic supporter toward the 
environmental conditions. Therefore, the user’s capability of 
using voice commands including the fuzzy linguistic 
information for coarse and fine movements was also 
enhanced.  
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Fig. 5.  (a) represents manipulator tip movements for the tasks CD, EF, and GH, which were performed before the adaptation. (b) represents manipulator 
tip movements for the tasks DC , FE , and HG , which were performed after the adaptation. 

TABLE III 
MOVEMENTS FOR TASK EF BEFORE THE ADAPTATION 

User command Tip position [mm] l[mm] 
x y z 

(Point E) 463.44 –368.69 152.02  
Move up 463.37 –368.69 267.86 115.84 
Move far left † 463.38 –202.81 267.82 165.88 
Move far left 463.30 –13.99 267.69 188.82 
Move far left 463.30 176.73 267.65 190.72 
Move left 463.29 317.62 267.62 140.89 
Move forward 572.08 317.76 267.73 108.79 
Move forward 699.79 317.62 267.77 127.71 
Move very little forward 735.99 317.64 267.79 36.20 
Move little down 736.08 317.64 183.21 –84.58 
Move very little down ‡ 736.08 317.59 167.81 –15.40 
Move very little up § 736.06 317.62 177.39 9.58 

TABLE IV 
MOVEMENTS FOR TASK FE  AFTER THE ADAPTATION 

User command Tip position [mm] l[mm] 
x y z 

(Point E ) 463.04 –369.06 153.58  
Move up 463.01 –369.05 224.94 71.36 
Move far left † 462.97 –96.70 224.83 272.35 
Move far left 462.96 209.53 224.73 306.23 
Move little left 462.93 319.93 224.73 110.40 
Move forward 642.00 320.05 224.79 179.07 
Move little forward 735.35 319.87 224.79 93.35 
Move little down 735.35 319.94 183.93 –40.86 
Move very little down ‡  735.34 319.96 175.25 –5.68 
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