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Abstract— The objectives of this paper is to develop a system 

for an autonomous mobile robot for searching and tracking 

sound source based target. The target can be a power charge 

docking station. Finding objects or events by following a sound 

source direction is an intuitive response for human and animal 

when they cannot see the target. However, there are relative 

fewer discussions about sound source tracking in robotics field. 

We design a navigation algorithm integrated with time delay of 

arrival (TDOA) techniques based on cross-correlation. To 

confirm the practicality of our approach, we design a robot 

docking scenario and develop an autonomous mobile robot with 

two microphone pairs, a camera and a laser range finder to 

conduct the experiments. According to the experimental results, 

our approach reduces the complex localization problems to save 

computing power, and have an acceptable result in an indoor 

environment. 

I. INTRODUCTION 

ISION is one of the most important sensing abilities for 

mobile robots. However, there are still limits for cameras, 

such as poor lighting condition or the interested object doesn’t 

exist in the field of view. 

In many cases, the events in which robots interested are 

accompanied by auditory information. For humans and 

animals, it is straightforward to follow the sound source until 

seeing the object or event. There is a product “anti-lost alarm” 

(Fig. 1) which fully takes advantage of above concept. 

“Anti-lost alarm” prevents losing children’s (or important 

item’s) location for people just by sounding to let them know 

its location. The idea came up with this product: why not equip 

our robot with acoustic sensors to find an object or event 

which emits sound signal? 

In this article, we propose an approach for mobile robot to 

search target which can emit sound signal. 

A. Scenario 

To confirm the practicality of this idea, we design a 

scenario of robot finding docking station. 

The experiments conducted in a domestic environment. At 
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the beginning, the robot stands by in one room, and the 

docking station is outside the visual field of the robot, even in 

another room. When the robot starts to find the docking 

station, the docking station keeps sounding. Then the robot is 

able to estimate an approximate direction while searching. 

When the robot is close enough to see the docking station, it 

can starts to docking. 

B. Background and Related Work 

In order to find a sound source, the robot should be able to 

estimate the direction of the sound source, and then navigate 

toward it. In other words, we need to design a navigation 

algorithm based on sound source detection. 

In robotics field, the topics of sound source detection and 

navigation algorithms have been studied in depth separately. 

In aspect of sound source detection, the topic has been 

increasingly studied form 1990s. There are several famous 

projects about this topic such as SIG [1], HRP-2 [2]. 

Currently, the proposed methods can be divided into two 

categories. One is to collect sound wave data using 

microphone array and form the received data into covariance 

matrix, and process the matrix using beanforming theories. 

Typical algorithms in this category are MUSIC (Multiple 

Signal Classification) [3] and ESPRIT (Estimation of Signal 

Parameter via Rotational Invariance Techniques) [4]. The 

pros of these methods are high accuracy, but they cost a lot of 

computing power and have to measure the frequency response 

of each microphone in advance. 

The other category is to estimate TDOA (Time Delay of 

Arrival) of two microphones, and calculate the sound source 

direction according to the geometric relation between 
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Fig. 1.  Anti-lost alarm 
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microphones and sound source. The simplest way to estimate 

TDOA is to calculate the cross-correlation function between 

two sound wave signal that received by microphone pairs, and 

find the corresponding time that the maximum occurs. The 

method has less accuracy, but they are easy to implement. 

Above all, they reduce the computing power and have 

acceptable estimation results. Therefore, more and more 

robotics researches applied the method to detect sound source 

direction [5]-[9]. 

In aspect of navigation, the Bug algorithm family are 

well-known mobile robot navigation algorithms with proven 

termination conditions for unknown environments [10]. 

TangentBug algorithm [11] requires a robot with range 

sensors such a sonar or laser range finder. In an environment 

the wider space, TangentBug produces the shortest path 

because it can drive directly towards a vertex whereas other 

algorithms need to rely on wall-following. 

However, there are relatively fewer works focusing on 

combining sound source detection and navigation algorithms 

[12]-[16]. 

Uchiyama, Yamamoto, Sano and Takagi [12] proposed a 

model reference control approach in which the robot follows a 

desired trajectory generated by a reference model. The 

approach they proposed combined sound source detection 

using TDOA and obstacle avoidance in aspects of robot 

dynamics. Our work differs in attempting to focus effort on 

integration of TDOA and navigation algorithm. 

Huang [13] present an auditory navigation system, in which 

the sound localization method is based on a model of the 

precedence effect of the human auditory system. However, 

most of the work described the sound source localization and 

auditory system. Although there were experimental results 

showed that the robot could correctly localize the sound 

source and move toward sound source position avoiding the 

obstacle in between, they did not describe the navigation 

method. 

In [14] a robot phonotaxis system is presented. The work 

focused on integration of biomimetic sound source 

localization apparatus with a taxis behavior coded in the 

motion description language MDLe. They emphasized the 

sensory-motor integration. 

[15] and [16] present approaches to accomplish sound 

tracking. However, they use both in-room and 

robot-embedded microphone arrays simultaneously. 

A. Paper Structure 

This paper is organized as follows. Section II briefly 

explains the principle of sound source detection, and the 

TangentBug navigation method will be described in Section 

III. Section IV presents the algorithm that we proposed and 

the experimental results are shown in Section V. Finally, 

Section VI draws the conclusions. 

II. SOUND SOURCE DETECTION 

A. TDOA and Cross-Correlation 

Assume there are a sound source and a microphone pair in 

the same space as Fig. 2 shows, the signal that received by the 

two microphones x1, x2 can be modeled as 
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where s denotes the signal generated by the sound source, α is 

an attenuation constant, τ denotes the time-delay of arrival 

(TDOA) between microphones, and n1, n2 correspond to 

uncorrelated noise of each microphone. While the distance 

between microphones d is know and the velocity of sound 

wave V can be estimated, we can calculate the angle θ by 

inverse cosine function 
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if the delay time τ can be obtained. The most common way to 

find τ is to calculate the cross-correlation between x1 and x2 as 
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Fig. 3.  Two microphone pairs. 

 
Fig. 2.  Relative angle of microphone pair and sound source. Note that 

the estimation of TDOA cannot  make out whether the sound signal 

comes form θ or –θ. 
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In practice, the number of samples in a sound wave frame is 

limited, and the analog waveform is converted to digital data 

points, thus (3) should be modified as 
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where N denotes the number of samples in a wave frame. 

However, one microphone pair is not enough to get exact 

direction of sound source. In our work, two microphone pairs 

(Fig. 3) are used to find the exact direction of sound source.  

B. Voice Activity Detection 

However, if the sound source always emits sound signal, 

people will feel uncomfortable. In our work, the sound source 

plays a role as direction beacon; it should only sound when the 

robot acquires its location.  

In order to detect the timing that a meaningful signal 

arrived, it is necessary to combine voice activity detection 

(VAD) mechanism with cross-correlation method. The topics 

about VAD have already been deeply discussed in the 

research field of speech recognition. It is usually used to 

monitor the speaking activity of incoming sound signal. We 

implemented a simple VAD skill that the robot just checks the 

volume magnitude in time domain. The way we integrated 

VAD and TDOA is described below.  

1) Record a wave file, calculate the average volume and 

determine a threshold p according to the average volume 

(in our work, p is ten times of average volume). 

2) Segment the wave file into subframes, and calculate the 

volume of each subframe. 

3) Finally, search from the first subframe, if there is a 

subframe whose volume greater than p, combine the one 

and the previous and next ones into a new frame to 

process cross-correlation. If the subframes whose 

volumes exceed p are different between microphones, 

choose the earlier one.  

The data processed in each procedure are demonstrated in Fig. 

4. 

III. TANGENTBUG-INSPIRED ALGORITHM 

We designed a simple navigation algorithm which is similar 

to a well-known robot navigation algorithm TangentBug [9].  

The TangentBug algorithm usually produces a shortest path 

among Bug algorithm family when robots equipped with 

range sensors such as laser range finder or sonar. One primary 

feature of TangentBug is using local-tangent-graph (LTG), by 

which the algorithm can find a locally optional direction 

during the motion towards the target. 

We adopted LTG in our navigation algorithm (Fig. 5). With 

a given target, robot can find a temporary target based on LTG 

according to obstacle distribution. The inputs of the algorithm 

are as follows. 

1) The robot location xrobot and robot radius R. 

2) The target location xtarget. 

3) The LTG based on current range sensor data. 

The algorithm is demonstrated in Alg. 2 and Fig. 6. 

 

Alg. 2. Navigation Algorithm 

1. If the target is reached, terminate the procedure. 

2. Draw a virtual rectangle with height the segment joins 

xrobot and xtarget, and with width 2R. 

3. If there is no obstacle inside the rectangle, move toward 

the given target. Terminate the procedure. 

4. If there are any obstacles inside the rectangle, find the 

endpoints of their both sides. Select the endpoint that has 

a minor angle formed with xrobot and xtarget as epS. 

5. Draw a virtual line L containing and epS, and find a point 

which is apart 1.5R from epS on the normal line that 

passes epS to L. Set the point as a temporary target and 

move toward it. Repeat 1. 

 
Fig. 4.  Integration of VAD and cross-correlation to estimate sound source 

direction. The first and second rows are data collected from one 

microphone pair, and the average volumes are denote by red lines. The third 

and forth rows are the chosen frames (black rectangles) to process 

cross-correlation, and we can observe a time delay between them. The last 

row shows the result of cross-correlation, a maximum occurs at index -33. 

 
Fig. 5.  A LTG example. Robot (X) equipped with a range sensor with a 

detection range R. The visible obstacle boundaries (bold) are modeled as 

thin walls. 
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IV. PROPOSED APPROACH AND SYSTEM ARCHITECTURE 

To integrate sound source detection with our navigation 

algorithm to achieve sound source searching, it is an intuitive 

idea to set a point in the determined sound source direction as 

the target in our navigation algorithm. Practically, some 

problems should be concern.  

First, TDOA method can only provide direction 

information of the target, but not distance information. 

However, the navigation algorithm needs a point target, not 

only direction. Furthermore, a target searching task requires a 

termination condition that aware the robot to stop searching 

(i.e. the robot arrives the target point). If sound source 

detection is the only way for a robot to find a target, the robot 

will never know how close it is to the goal. 

Second, many external factor (e.g., footsteps) will cause 

inaccurate result that estimated using TDOA. If the 

environment is too noisy, TDOA sometimes fails. 

Above problems imply that a robot can not complete a 

target searching task only relies on acoustic sensors, i.e., 

microphone pairs. As a result, we equipped a camera on our 

robot, and designed a simple graphic pattern nearby docking 

station for recognition.  

A. Robot Hardware 

To accomplish the task of searching the docking station, 

we equipped our robot with two microphone pairs, a laser 

range finder (LRF) and a camera as Fig. 7 shows. As above 

mentioned, the microphone pairs are used to collect sound 

wave for TDOA, laser range finder to detect obstacles for 

navigation and camera to figure out the docking station when 

robot is close enough to it. 

B. Docking Station 

The docking station is designed to generate sound for robot 

to estimate its location. For testing purpose, we use a 

metronome to replace a real docking station to reduce the cost. 

On the other hand, a red filled circle pattern is stick above the 

metronome for vision recognition. The simulated docking 

station is shown in Fig. 8. 

C. Searching Procedure 

The searching task is composed of two stages. In stage 1, 

the robot acquires a sound signal form docking station. After 

receiving a sound signal, robot estimates the sound source 

direction using TDOA. Then the robot faces to the sound 

source direction and finds the target using camera. If the target 

is detected, just moves toward it; if not, enter stage 2. In stage 

2, the robot determines a target point at the direction of the 

sound source according to the sensory data of laser range 

finder. As already explained, robot can find a “temporary 

target” according to the distribution of obstacles and target 

using our approach. After robot arrives the temporary target, 

repeat stage 1. The overall procedure is described in Alg. 3. 

 

 
Fig. 8.  The docking station.   

Fig. 7.  Robot architecture.  

(a)                 (b)                  (c) 

 
Fig. 6.  The  navigation algorithm. (a) In situations that no obstacles exit inside the virtual rectangle, move toward given target. (b) There is an obstacle 

inside the rectangle, the robot find a temporary target to move forward. The end points at both side of the obstacle are noted as epL and epR, and epL is 

chosen as a refernce point epS since the angle formed by xtarget, xrobot and epL is smaller than epR does. The temporary target is set at the normal line to L 

pass by epL, and the distance between epL and the temporary target is 1.5R as our parameter. (c) The path produced by our robot navigating to a given 

target by applying this algorithm. 
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(a)                    (b)                  (c) 

 
Fig. 9.  Experimental results. (a) shows the paths produced by our searching approach based on sound source detection and TangentBug-inspired navigation 

algorithm. Since the result of TDOA sometimes affected by external factors such as noise, the paths are different in every round. The red dash line shows the 

TDOA failed several times during searching the sounding target. However, the robot can still find the correct path in the end as long as the rest of TDOA 

results are acceptable. (b) and (c) show the paths produced by applying wall-following navigation by using laser range finder and detect the target using only 

camera. If the target is outside the visual field of the robot in the beginning, the length of searching path heavily depends on the initial direction of 

wall-following. 

Alg. 3  Searching Procedure 

1. Acquire a sound signal, estimate the target direction tD. 

2. Face to tD and detect using camera. If target is found, 

move toward it. Terminate the procedure. 

3. If target is not found, set a point at the tD as target point tP. 

According to the distribution and target point position, 

find a tP. 

4. Move to tP, and repeat 1. 

Note that in every round of the procedure, robot can 

roughly estimate the target direction by sound source 

detection, and determine a temporary target using our 

approach. The robot will always find a relative position 

between itself and targets (or temporary target) by the 

procedure. Thus the robot doesn’t need to perform 

localization task when searching the docking station. 

V. EXPERIMENTAL RESULT 

The experiment is designed to confirm that the proposed 

approach successfully reduce the searching work in our 

scenario. To design a control group that the robot uses only 

range sensors and camera to accomplish the searching task, we 

used wall-following as navigation strategy (the reason is 

described in next section) while finding the target. Fig. 9 

shows the paths produce by the robot during searching 

docking station, and (a) is the result of our sound-aid approach, 

while (b) and (c) are results produced by wall-following 

method with different initial direction guess respectively.  

It is clear that if the robot uses only LRF and camera to find 

the docking station with wall-following navigation, the result 

will strongly depend on the initial guess of the direction. A bad 

initial guess of direction will cause a longer path for robot to 

find the target. 

Fig. 9(a) shows that the robot always find a shorter path 

than (c) using the proposed approach. Although sound source 

detection based on TDOA can’t provide an accurate target 

direction, it is still acceptable that the estimated direction can 

guide the robot toward a roughly correct path until camera can 

detect the target. 

VI. DISCUSSION 

Theoretically, if a robot wants to perform searching works 

in an unknown environment with only range sensors and 

camera, it is unavoidable to perform SLAM (simultaneously 

localization and mapping) at the same time, or the robot will 

probably get lost and just fool around. In a domestic 

environment, one chance to achieve the goal is applying 

wall-following as navigation method while searching, so we 

choose wall-following method as control group.  

On the other hand, some times the TDOA estimation will 

fail due to external factors (i.e. footsteps, people talking). 

However, assume there are several TDOA estimations failure 

during searching, the robot can still find the correct path in the 

end if the rest TDOA estimation results are acceptable, as the 

red dash line shown in Fig. 9(a). 

As mentioned, several researches address similar works 

[10]-[14]. However, most of them focus on the TDOA models 

or mathematical robot dynamic constrains while we propose a 

simple, practical, and inexpensive method to combined 

TDOA and robot navigation. 

There are still researchers working on integration of robot 

navigation algorithm with different sensors just as we did in 

this paper. One typical research topic is integration of robot 

navigation with olfaction and vision [17]-[19]. The feature of 

gas is somewhat similar to sound – it can travel from one room 

to another, and the gradient of gas provides direction 

information of the gas source. No doubt olfaction provides 

significant information in many conditions, especially in fire 

accidences, but we believe auditory information plays a more 

essential role in our daily life. 

In the scenarios of robot docking, modern researches tend 

to combine vision and other sensors such as laser range finder, 

IrDA (infrared data association), RFID to localize the docking 

station [20]-[21]. However, most of these works assume the 

docking station is inside the visual field of the robot in the 

beginning of docking process. Our method provides an 

alternative way to search the docking station before seeing it, 

which should be useful for these works. 
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VII. COMPARISON 

In comparison with traditional target searching method 

based on SLAM and vision, our method is superior in several 

aspects. First, sound signal is omni-directional, which means a 

robot can detect sound signal without facing to the sound 

source or being in front of it. Second, sound signal can 

penetrate obstacles, thus a robot can detect it even there are 

something between the robot and sound source. Third, 

searching a target by sound can avoid complex localization 

issues and save computational power. Finally, although sound 

signal cannot provide an accurate direction during searching, 

acceptable TDOA results are still very helpful for searching 

the target. Relatively, traditional SLAM methods are hard to 

find good initial directions to find the target. Table I compares 

our method with traditional SLAM and vision method. 

VIII. CONCLUSIONS 

In this article, a searching method based on sound source 

detection and TangentBug-inspired navigation is proposed. 

We designed a scenario of robot finding docking station to 

demonstrate the searching process and confirm its practicality. 

The proposed approach provides a pretty good solution for 

target searching task in several aspects. In comparison with 

traditional SLAM approaches, our method avoids the 

complicated localization issue and saves computational power 

and searching time. Although the target should be able to 

generate sound signal and the robot should have acoustic 

sensor, it is still inexpensive and straightforward. 
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TABLE I 

COMPARISON OF SLAM BASED SEARCHING METHOD AND PROPOSED SOUND 

BASED METHOD 

 
SLAM and Vision Based 

Searching 

Sound Based 

Searching 

Computational 

Power 

Consumption 

High Low 

Length of 

Searching Path 

Could be very long, very short 

or in between, depends strongly 

on environments and path 

planning algorithms. 

Short 

Implementatio

n 

Hard. 

Localization and Mapping 

issues are very complex. 

Simple 

Effects of 

Obstacles 

Obvious. 

Laser range finder, camera and 

sonar cannot detect the target 

behind obstacles. 

Not Obvious. 

Sound can 

penetrate 

obstacles. 

Detect 

Direction 

Restricted. 

Robot should be in correct 

direction to detect vision 

pattern. 

Not Restricted 

Robot can detect 

sound in any 

direction. 
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