
  

  

Abstract—This paper investigates the multirobot task alloca-
tion (MRTA) problem for a group of heterogeneous mobile 
robots. The robots and tasks are characterized by resources as 
required by task execution. The robots are required to generate 
optimal solutions for the MRTA problem while forming coali-
tions to meet the resource constraints imposed by tasks. A 
leader-follower based coalition methodology is developed, with 
detailed discussions on leader selection, coalition forming and 
refinement algorithms. It is shown that the resource constrained 
task allocation problem can be well resolved by the proposed 
leader-follower coalition algorithms. Simulations performed on 
a mobile robot group demonstrate the effectiveness of the pro-
posed approach. 

I. INTRODUCTION 
Multirobot task allocation (MRTA) problem, which aims 

for mapping the grouped robots to accomplish a set of tasks, 
has been a hot research topic in recent years. A well-known 
fault tolerant MRTA architecture is ALLIANCE [1], which 
utilized motivational behaviors to solve SR-ST-TA 1  type 
allocation problems under dynamic environment. Some other 
typical SR-ST MRTA frameworks with either instantaneous 
assignment or time-extended assignment can be found in 
[3]-[8]. M+ proposed in [3] utilized the negotiation amongst 
the robots in team to implement the tasks. A behavior-based 
methodology was incorporated into the broadcast of local 
eligibility (BLE) [4] to allocate tasks. The approach in [5] 
implemented the tasks under a resource efficient manner 
using a publish/subscribe methodology, while [6] and [7] 
assigned dynamic roles to the robots for implementing the 
tasks. Robots were assumed to be self-interested agents in [8], 
where a market-based approach was proposed to maximize 
the individual robot profits. A cooperation strategy was de-
signed for unmanned air vehicles for multi-target interception 
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1 In this paper, we adopt the notations proposed in [2], where ST: sin-

gle-task robots, MT: multi-task robots; SR: single-robot tasks, MR: multi-
robot tasks; IA: instantaneous assignment, TA: time-extended assignment. 

in [9]. 
Some other MRTA approaches can be found in [10]-[12]. 

In [10], a fault tolerant adaptive scheme which focuses on 
accommodating task uncertainties was proposed. In [11], a 
stochastic algorithm for allocating a swarm of homogeneous 
robots to several tasks was presented. The research in [12] 
focused on the task representation methods, and studied the 
complex task trees which could be solved by many possible 
ways. 

Forming coalitions to solve MRTA problem has been a hot 
research topic in recent years [13]-[19]. Coalition based 
MRTA architectures partition the robots into different 
sub-team and assign a task to each sub-team. These sub-teams 
are called coalitions [17]. 

Coalition based methodology aims for solving ST-MR 
type task allocation problems. Forming coalitions for solving 
task allocation problems was first proposed in [13], where 
agents were motivated to maximize benefits of the system as a 
whole. Tightly coordinated task allocation method, which 
could also be viewed as coalition based allocation, was 
originated in [14]-[16]. In [14], a combinatorial bid allocation 
method based on the robot and task capabilities was proposed. 
The Hoplites proposed in [15] utilized a market-based 
method for solving the tight coordination problems. In [16], 
heterogeneous robots were dynamically picked up to im-
plement tightly coordinated tasks. 

Inspired by [13], the research in [17] specialized the coa-
lition algorithm in multirobot domain, and demonstrated the 
effectiveness of multiagent coalition algorithm on a group of 
mobile robots. Also inspired by [13], the researches in [18] 
and [19] coordinated the sensing and motion scheme amongst 
the robots to synthesize multirobot behaviors in accom-
plishing the tasks, and generated hierarchical frameworks for 
the MRTA problems. 

In most of existing works, robots are assumed to be able to 
produce utilities for every task automatically, and the MRTA 
frameworks focused on developing optimal solutions to 
maximize the total utilities (or minimize the total costs) of the 
robot group. However, resource constraints between robots 
and tasks have not been extensively considered yet when 
implementing the MRTA frameworks. Due to limited ability 
of robots, the robot coalitions may fail in the task execution 
when robots are subject to insufficient resources. 

This paper reports our most recent research on using a 
leader-follower coalition method to solve the resource con-
strained MRTA problem. The resource-based MRTA concept 
was inspired from our numerous robotic applications and 
experiments, e.g., multirobot localization and mapping using 
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different resources [20][21], multirobot formations per-
formed on a group of heterogeneous robots [22][23], and 
model identification of micro air vehicles [24]. With the 
leader-follower strategy [23], one robot is designated as the 
leader, and the other robots are controlled to follow their 
respective leaders with given relationships. 

The contributions of this paper are twofold. First, we 
propose a quantitative resource based modeling framework 
for robots and tasks, and analyze the resource constraints 
when robots implement tasks. Second, we incorporate the 
leader-follower strategy into the coalition methodology, 
based on which a leader-follower coalition method for the 
MRTA problem is generated. Simulations performed on 
multirobot systems demonstrate the effectiveness of the 
proposed leader-follower coalition method. 

The remainder of the paper is organized as follows. Section 
II presents the resource-based modeling frameworks. Section 
III describes the leader-follower coalition method. The 
analysis on the solution qualities is presented in section IV. 
Simulation results are given in section V. Finally, conclusion 
of this paper is given in section VI. 

II. RESOURCE CONSTRAINED SYSTEM MODELING 
Consider the ST-MR-IA type MRTA problems. The issues 

to be investigated in this paper can be briefly categorized as 
follows. 

Assume that the robot group is comprised of several mo-
bile robots ir , where Ii ,,2,1 K=  is the index of robots and 
I  is the number of robots in the group. Assign the robot 
group to implement several tasks and each task is denoted by 

jt , where Jj ,,2,1 K=  is the index of tasks, and J  is the 
total number of tasks to be implemented. The MRTA problem 
aims in mapping the I  robots into the J  tasks. 

In this paper, we assume that robots possess different re-
sources and are all heterogeneous with each other, and further, 
the same kind resource may be different on different robots. 
Since resources possessed by each individual robot are dif-
ferent and limited, robots are required to work cooperatively 
and form coalitions to accomplish every single task. 

A. Resource-based Modeling Methodology 
Denote ks  as one kind of resource required in performing 

the tasks, where Kk ,,2,1 K=  representing the index of 
resource, and K  is the total number of the resource types. 

For every kind of resource ks , there exists a corresponding 
set kP  that contains all the functional elements related to the 
resource ks . kP  is expressed as 

( ) ( ){ }kklklk Llpp ,,2,1,0| K=>=P                (1) 
where ( )klp  denotes the maximum value of l-th functional 
element of the resource ks , l  is the index for representing 
different functional elements of the resource ks , and kL  is 
the total number of functional elements in the set kP . 

We then model every robot ir  by the resources on this 
robot. Let iN  represents the number of different resources 
on ir , expressed as 

{ }Kknn kikii ,,2,1,0| ,, K=≥=N                  (2) 

where kin ,  represents the number of the resource ks  on ir . 
Further, let iPS  represents the value of all the resource func-
tional elements on ir , expressed as 

{ }Kki,ki,ki ,,2,1| KU === PPPS                   (3) 
where i,kP  describes the value of the functional elements of 
the resource ks  on robot ir , i.e., 

( ) ( ){ }kkilkili,k Llpp ,,2,1,0| ,, K=≥=P              (4) 

where ( ) kilp ,  is the value of the l-th functional element of the 
resource ks  on ir , which is quantified within [ ]1,0  by the 
maximum value ( )klp  of ks  in (1). 

In a similar manner, for the task jt , we model the task 
imposed resource constraints as jN  and jPS , where 

{ }Kkn kjj ,,2,1|, K==N                           (5) 
where kjn ,  denotes the number of the resource ks  required 
by the task jt . jPS  is the constraints imposed on the value of 
the resource functional elements, expressed as 

{ }Kkkjkjj ,,2,1|,, KU === PPPS                   (6) 
and 

( ) ( ){ }kkjlkjlkj Llpp ,,2,1,0| ,,, K=≥=P              (7) 

Fig. 1 gives an example of the resource modeling based on 
four kinds of resources: robot arm, camera, sonar, and robot 
motion ability. Denote liftw  as the lift weight of robot arm, 
which corresponds to 1s ; viewα , viewd  and samplingf  as the 
view angle, view distance and sampling frequency of camera, 
which corresponds to 2s ; detd  as the detect range of sonar 
sensor, which corresponds to 3s ; maxv , maxω  as the maximal 
linear and angular velocities of every robot, which corre-
sponds to 4s . Also in Fig. 1, we find that one robot ir , which 
possesses 1  robot arm, 1  camera and 14  sonar sensors, is 
quantified by 1s - 4s  and expressed by iN  and iPS . One task 

jt  , where 2  robot arms and 3  cameras are required in the 
task implementation, is expressed by jN  and jPS . 

 
Fig. 1. Resource modeling 

For simplicity, we assume that when the value of every 
functional element ( )klp  in kP  increases, the utility of ks  in 
performing the relevant task increases. For example, increase 
of liftw  implies that the robot can manipulate heavier objects, 
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and increase on samplingf  implies that the robot can process 
images more efficiently. Also, we arrange all the resources 
from the most expensive and rare resources to the most 
common resources in the modeling method. Such arrange-
ment facilitates the leader selection process in the coalition 
organization process. 

B. Resource Utility 
Consider one resource ks  on robot ir . We claim that the 

resource ks  is useful for jt , if i,kP  in (4) can satisfy the 
constraints imposed by kj ,P  in (7). Particularly, for all 
( ) kikilp ,, P∈  in (4) and ( ) kjkjlp ,, P∈  in (7) , if 

( ) ( ) kjlkil pp ,, ≥                                 (8) 

the resource ks  satisfies the resource constraints imposed by 
jt , i.e., the resource ks  on ir  is useful for jt . 
Define 

( )( ) ( ) kilp
kil epf ,1,

−−=                            (9) 

to indicate the utility for implementing tasks of the l-th func-
tional element of ks  on robot ir . Further, define the utility of 
the resource ks  as 

( )( )∑
=

×=
kL

l
kil

k

ki
ki pf

L
n

u
1

,
,

,                        (10) 

Note that only those resources that satisfy (8) can be utilized 
in (9) and (10). The utility of ir  for jt  can then be calculated 
by  

( ) ∑
=

=
K

k
kikjji utu

1
,,λ                             (11) 

where [ ]1,0, ∈kjλ  is the weight parameter for measuring the 
relative importance of different resources in performing jt . 

Remarks: An important property of ( )( )kilpf ,  in (9) is that 
when ( ) kilp ,  increases to certain extent, further increase of 
( ) kilp ,  does not result in large increase to the utility function 
(similar to the size function in [17]). 

III. LEADER-FOLLOWER COALITION METHODOLOGY 
In this paper, we solve the MRTA problem in an online 

manner, i.e., the tasks are online received and the allocation 
method must be produced online. Further, at every single 
instant, we assume that the tasks are prioritized. In this sense, 
the robot group needs only to handle the task with the highest 
priority, which helps pick up the most important tasks to 
implement first with the limited resources. 

We adopt leader-follower strategies in the coalition or-
ganization process. The leaders, which possess the key re-
sources (the most expensive or rare resources), play the key 
roles in the coalition organization process. 

Denote the robot coalition organized by the leader ir  for 
task jt  as ( )ji tC , where the subscript i  implies that the coa-
lition is led by ir . ( )ji tC  is constituted by a two-member set 
and expressed as follows 

( ) ( ) ( ){ }jijiji ttt FLC ,=                            (12) 
where  ( )ji tL  and ( )ji tF  are the leader and follower set of 

( )ji tC , respectively. Since only one leader is allowed in every 
coalition, we have 

( ) { }iji rt =L                                     (13) 
The leader-follower coalition algorithm is iteratively im-

plemented until all the tasks are allocated. During each allo-
cation phase, the allocation of jt  is done with the following 
procedures: preliminary coalition forming; coalition refine-
ment; coalition submission and task allocation. 

A. Preliminary Coalition Forming 
All leaders and their preliminary coalitions ( )ji tC  are 

formed in the following two steps. 
A.1 Nominate all the robots, which possess at least partial of 

key useful resource as required to perform jt , as leaders. 
Construct the preliminary coalitions ( )ji tC . 

A.2 For the remaining robots, if their Euclidian distance with 
one leader ir  is less than a monitoring distance d , add 
this robot into the follower set ( )ji tF  of ( )ji tC . 

 
Fig. 2. Preliminary coalition forming 

Fig. 2 shows an example of the preliminary coalition 
forming. Suppose 3r , 6r  and 11r   are nominated as the lead-
ers. The dotted circles represent the monitoring distance. By 
checking the distance amongst the robots, the leader-follower 
coalitions led by 3r , 6r  and 11r  for jt  are given as follows 

( ) ( ) { } ( ) { }106543333 ,,,,: rrrrtrtt jjj == FLC  
( ) ( ) { } ( ) { }1098736666 ,,,,,: rrrrrtrtt jjj == FLC  

( ) ( ) { } ( ) { }2111111111 ,,: rrtrtt jjj == FLC  

B. Coalition Refinement 
Every preliminary coalition ( )ji tC  is then refined to gen-

erate the submitted coalition ( )ji tSC . The coalition refine-
ment procedure aims in adding the necessary robots, which 
can provide useful resource for jt , from ( )ji tC  to ( )ji tSC . 

Typically, ( )ji tSC  includes three members 
( ) ( ) ( ) ( ){ }jijijiji tuttt SCSCSC FLSC ,,=                (14) 

where ( )ji tSCL  and ( )ji tSCF  are the leader and follower set of 
( )ji tSC , respectively, and ( )ji tu SC  is the coalition utility of 
( )ji tSC  submitted for bidding jt . 

The coalition refinement procedure is mainly implemented 
with the following steps: 
B.1 For the task jt , generate the useful resources and cal-
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culate the resource utilities for every robot in ( )ji tC . 
B.2 Move the leader robot ir  from ( )ji tL  to ( )ji tSCL , use 

(8)-(11) to calculate the utility ( )ji tu  of ir  for jt , and 
add ( )ji tu  into ( )ji tu SC . 

B.3 For every kind of resource ks , iteratively perform the 
following steps on ( )ji tC  and ( )ji tSC : 
B.3.1 If robots in the current ( )ji tSC  have sufficient 

useful resource ks  as required by the task con-
straint kjn ,  in jN , check the next type of re-
source 1+ks . Otherwise, check the remaining 
robots in ( )ji tC  for ks . 

B.3.2 Calculate the utility for performing jt  of the 
remaining robots in ( )ji tC . Since the task re-
quirements imposed by 11 ,, −kss K  have already 
been satisfied, only the utilities of Kk ss ,,K  are 
counted. 

B.3.3 Check the resource ks  amongst the remaining 
robots in ( )ji tC , following the decreasing order 
of the utilities calculated in step B.3.2. If one 
robot has ks , move this robot from ( )ji tF  to 

( )ji tSCF , and add the newly calculated utility of 
this robot into ( )ji tu SC . Return to step B.3.1. 

B.3.4 If all robots in this coalition cannot provide suf-
ficient ks  for jt , it is a conclusion that this robot 
coalition fails to submit a successful coalition due 
to insufficient useful resource ks . 

B.4 After checking all the resource, submit ( )ji tSC  to the 
centralized server to bid for jt . 

C. Coalition Submission and Task Allocation 
All successful submitted coalitions that satisfy the task 

resource constraints are gathered by the centralized server to 
allocate the task. Define ( )jtu  as the coalition utility which 
receives the task, and ( )jtI  as the number of robots involved 
in the task jt . The principle to allocate the task is: 

( )
( ) minimizedis:toSubject

:Maximize

 j

j

tI

tu
                (15) 

(16) implies that when the coalitions with the smallest size are 
considered, jt  is allocated to the coalition which could 
produce maximal utility. 

Remarks: The computational cost of the leader-follower 
coalition method is ( )JKIO 2 , since for every single task, the 
preliminary coalition algorithm yields a computational cost at 

( )IJO , and the coalition refinement algorithm yields a cost at 
( )JKIO 2 . The communication cost between the centralized 

server and the robots is ( )IJO , which mainly occurs when the 
tasks are announced to the robot group. The computational 
and communication cost of the proposed leader-follower 
coalition method is acceptable when compared to most ex-
isting MRTA methods [10]. 

IV. SOLUTION QUALITY ANALYSIS 
Generally speaking, for all the robots attending J  tasks, 

the task assignment problem can be globally optimally solved 
if the total utility is maximized, i.e., 

( )

( ) ( ) ItItI

tu

J

j
j

J

j
j

=+ ∑

∑

=

=

1
0

1

:toSubject

:Maximize

                (16) 

where the robots without suitable tasks are allowed to be idle, 
and ( )0tI  is the number of robots in the idle task 0t . Fur-
thermore, it is generally accepted that ST-MR-IA type MRTA 
problems can be viewed as a set partitioning problem (SPP), 
which is NP-hard [10]. In this paper, as revealed by step B.3.2 
of the leader-follower coalition algorithm, when one robot is 
added into a coalition, the utilities of the remaining robots in 
this coalition may vary, which implies that the proposed 
MRTA problem can not be reduced to a simple transportation 
problem (TP), and it is sophisticated to obtain the global 
optimal solution for the proposed MRTA problem. 

One possible solution for the MRTA problem is to generate 
all feasible coalitions and refine every single coalition. 
However, such algorithm is computationally difficult, which 
costs a computation burden of ( )JKO I2 , and is much heavier 
when compared to the leader-follower method ( )JKIO 2 . To 
effectively solve the MRTA problem, we impose two extra 
constraints as follows to generate practical optimal solutions. 
a) Always try to minimize the number of robots attending 

each task. Small robot coalitions imply that the robots, 
which are more suitable for the task, are chosen to attend 
the coalition. It must be noted that small robot coalitions 
will not decrease the solution robustness, since we can 
design more strict task-imposed constraints to enhance 
the robustness of the solutions. 

b) The coalition tasks with higher priorities always receive 
better robot coalitions for implementation. Under the 
condition that the coalition size is minimized, always as-
sign the task to the coalition with higher utility. 

Proposition 4.1: For a given robot group, the coalition 
forming, refinement, submission and allocation algorithms 
described in section III can generate optimal result among 
greedy solutions in the sense that 
a) The size of the robot coalition performing each coalition 

task, i.e., ( )jtI , is the smallest. 
b) The highly prioritized coalition tasks are always greedily 

assigned to the robot coalitions with the higher utility. 
Proof: 
a) From step B.4 of the coalition refinement algorithm, we 

conclude that every submitted coalition is feasible to 
perform the task. 

b) During the task allocation process, the tasks are assigned 
to the robot coalitions with the smallest size. Since first, 
from step B.3 of the coalition refinement algorithm, only 
the robots with the task required resource are added into 
the submitted coalitions. Second, when allocating the 
tasks, we always assign tasks to the submitted coalitions 
with the smallest size. 

c) From step B.3 of the coalition refinement algorithm, 
every submitted coalition always includes the robots with 
higher utilities. Furthermore, robot coalitions with the 
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TABLE II 
ROBOT RESOURCE NUMBER AND FUNCTIONAL ELEMENT VALUES 

 1s  2s  3s  4s   1s  2s 3s  4s  

1N  1  1  6N 1  1  
1r  

1PS  375.0  
 

5.0  
 6r

6PS 6.0 1  
 

2N  1  1  7N 1  
2r  

2PS  1  
 

1,25.0,25.0 7r
7PS

 

33.0,75.0,1

3N  1  8N 1  1  
3r  

3PS  1  
 8r

8PS 625.0

 

5.0,4.0,4.0

4N  1  9N 1  1  
4r  

4PS  
 

33.0,1,75.0 9r
9PS

 
3.0 5.0,4.0,4.0

5N  1  1  10N 1  
5r  

5PS  

 
 

33.0  5.0,4.0,4.0 10r
10PS 1  

 

 

 

TABLE I 
TASK RESOURCE NUMBER AND VALUE REQUIREMENTS 

 1s  2s  3s  4s  

1N 1  1  2  

1PS 625.0 5.0  33.0,4.0,4.01t

1Λ 1  9.0  8.0  

2N 2  

2PS 33.0,4.0,4.02t

2Λ

 

 

1  

3N 1  2  2  

3PS 6.0  33.0  33.0,2.0,2.03t

3Λ

 

1  9.0  8.0  

highest utilities are selected to perform the tasks. This 
implies the leader-follower coalition algorithm follows 
the greedy mechanism [10]. 

Based on the above analysis, we then conclude that the 
proposed leader-follower coalition methodology lead to op-
timal results among greedy solutions for the resource con-
strained task allocation problems. 

■ 

V. SIMULATION 
To verify the effectiveness of the proposed method, 

simulations are performed on a group of 10  heterogeneous 
mobile robots. The resources required in these tasks and the 
maximum value of the resource functional elements are listed 
as follows. 

{ }
{ }
{ }

{ }⎪
⎪
⎪

⎩

⎪
⎪
⎪

⎨

⎧

⋅====

=

===

===
===

−1
samplingview

0
view4

4

carry33

push22

lift11

10,6,180

camera,

60container,

20bumper,
8arm,robot

sframefmd

s

kgws

kgws
kgws

αP

P   

P   

P   

 

Table I gives 3  tasks. 1t  is a task for area search and ob-
ject manipulation, where one robot arm ( 1s ), one container 
( 3s ) and two cameras ( 4s ) are required. Robot arm is the key 
resource for 1t ; 2t  is a task for area exploration, where two 
cameras ( 4s ) are required, and camera is the key resource for 

2t ; 3t  is a task for cargo transportation, where one bumper 
( 2s ), two containers ( 3s ) and two cameras ( 4s ) are required. 
Bumper is the key resource for 3t . The robot resources are 
given in table II. 

The three tasks are assigned sequentially to the robot group. 
From table II, we find that 3  robots ( 1r , 8r  and 10r ) have 
robot arms ( 1s ). When applying the preliminary coalition 
forming algorithm on the robot group for 1t , 3  preliminary 
coalitions led by 1r , 8r  and 10r  are generated 

( ) ( ) { } ( ) { }1021341661616 ,,,,,: rrrrrtrtt == FLC  
( ) ( ) { } ( ) { }1019571881818 ,,,,,: rrrrrtrtt == FLC  
( ) ( ) { } ( ) { }6198511010110110 ,,,,,: rrrrrtrtt == FLC  

After applying the coalition refinement algorithm to these 
three coalitions, ( )16 tC  fails to submit a successful coalition 
due to insufficient useful resource 4s . ( )18 tC  and ( )110 tC  
successfully generate the submitted coalitions as follows 

( ) ( ) { } ( ) { } ( ) 48.1,,,: 18711881818 === turrtrtt SCSCSC FLSC  

( ) ( ) { } ( ) { } ( ) 55.1,,,,: 11085111010110110 === turrrtrtt SCSCSC FLSC  
Since ( )18 tSC  is comprised of 3  robots, ( )110 tSC  is com-

prised of 4  robots, and the utility of these two submitted 
coalitions is close, which implies that ( )18 tSC  is more suit-
able for 1t . 1t  is then assigned to ( )18 tSC , and the three-robot 
coalition is sent to implement the task. 

We then allocate 2t  to the remaining robots. From table II, 
we find that 4  robots ( 2r , 4r , 5r  and 9r ) among the remain-
ing robots have cameras ( 4s ), but the camera on 2r   does not 
satisfy the resource constraint imposed by 2t . Three pre-
liminary coalitions led by 4r , 5r  and 9r  for 2t  are formed 

( ) ( ) { } ( ) { }6322442424 ,,,: rrrtrtt == FLC  
( ) ( ) { } ( ) { }92552525 ,: rtrtt == FLC  
( ) ( ) { } ( ) { }52992929 ,: rtrtt == FLC  

The submitted coalitions for 2t  are listed as follows 
( ) ( ) { } ( ) { } ( ) 7.0,,: 2592552525 === turtrtt SCSCSC FLSC  

( ) ( ) { } ( ) { } ( ) 7.0,,: 2952992929 === turtrtt SCSCSC FLSC  
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( )24 tC  fails to submit a successful coalition due to insuf-
ficient useful resource 4s . 2t  is then allocated to ( )25 tSC . 3t  
is finally allocated to the remaining robots, and only 5  robots 
( 2r , 3r , 4r , 6r  and 10r ) are left. From table II, we find that 2r  
and 6r  have useful bumpers ( 2s ) for 3t . The preliminary 
coalitions for 3t  are listed as follows 

( ) ( ) { } ( ) { }106343223232 ,,,,: rrrrtrtt == FLC  
( ) ( ) { } ( ) { }103243663636 ,,,,: rrrrtrtt == FLC  

The submitted coalitions ( )32 tSC  and ( )36 tSC  are 
( ) ( ) { } ( ) { } ( ) 44.2,,,,: 324633223232 === turrrtrtt SCSCSC FLSC  

( ) ( ) { } ( ) { } ( ) 26.2,,,,: 362433663636 === turrrtrtt SCSCSC FLSC  
Note that ( ) ( )3632 tutu SCSC > , because 2r  has more useful 

resource 2s  than 6r . 3t  is then allocated to ( )32 tSC . 
The simulation results are summarized as follows 

( ) ( ) { } ( ) { }
( ) ( ) { } ( ) { }

( ) ( ) { } ( ) { }46332232323

925525252

7118818181

,,,:
,:

,,:

rrrtrttt
rtrttt
rrtrttt

==→
==→

==→

SCSC

SCSC

SCSC

FLSC
FLSC

FLSC
 

We then performed another simulation to make a com-
parison to the leader-follower coalition method, and also, to 
testify the solution qualities of the leader-follower coalition 
method. In this simulation, we generated all feasible coali-
tions for every task first, and then selected the coalition based 
on the optimal principle (15). The results of this simulation 
are given as follows 
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It is seen that these results are the same as the results of the 
leader-follower coalition method, which proves the optimal 
properties of the leader-follower coalition methodology. 
However, as we discussed in section IV, this method takes a 
computation cost of ( )JKO I2 , which is much heavier when 
compared to the computational cost of the leader-follower 
method ( )JKIO 2 . 

VI. CONCLUSION 
In this paper, we have proposed a resource based modeling 

method for addressing the MRTA problem among a group of 
mobile robots. Robots are assumed heterogeneous with each 
other, and are required to work cooperatively to form coali-
tions to implement tasks. A leader-follower coalition meth-
odology, which yields optimal solutions for the proposed 
problem, is presented to solve the resource constrained 
MRTA problem. The quality of the solution is analyzed in 
detail. Simulations are performed on a group of heterogene-
ous mobile robots to demonstrate the effectiveness of the 
proposed leader-follower coalition methodology. 
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