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Abstract—This paper describes a real-time method that obtains a hybrid description of the environment (both metric and semantic) from raw data perceived by a 2D laser scanner. A set of linguistically labelled polylines allows to build a compact geometrical representation of the indoor location where a set of representative points (or features) are semantically described. These features are processed in order to find a list of traversable segments whose middle points are heuristically clustered. Finally, a set of safe paths are calculated from these clusters. Both the environment representation and the safe paths can be used by a controller to carry out navigation and exploration tasks. The method has been successfully tested in simulation and on a real robot.

I. INTRODUCTION

SERVICE robots are becoming part of our world every day. Those performing cleaning, surveillance or entertainment tasks can be already bought in electrical appliance stores. Assistant robots able to interact with people are also being tested and improved [1].

Autonomous vacuum cleaners, for example, have become very popular. This kind of mobile robots needs to navigate in unknown indoor furnished environments, distinguish between different rooms and build a map to get a complete cleaning coverage. However, commercially available models normally use simplistic random path-planning algorithms and very limited sensors [2], so their operation is quite inefficient. Finding low-cost solutions for this kind of problems is currently a challenge, and a subject of research. An interesting comparative between different cleaner robots is carried out in [3]. An approach for navigation of cleaning robots in an unknown workspace using a triangular cell map representation is presented in [4]. A technique that estimates the size of the cleaning area using only the information of encoders and collision detectors can be found in [5].

Surveillance mobile robots also need to navigate safely. Apart from exploring a place, these vehicles must be capable of recognizing intruders and properly interacting with the user. A general purpose home service robot called 'ISSAC' applicable for vacuum cleaning or home security tasks, among others, was tested in an apartment in [6].

Assistant robots for the elderly and disabled people also have to navigate and explore the environment. Furthermore, in this case, human interaction is a very important issue that should be taken into account ([7], [8]).

Independently of the specific goal of a service mobile robot, all of them share similar control and navigation problems. The set of needed or highly desirable interrelated functions includes low level control of dynamic and kinematic behaviours, path tracking, path planning, geometric and topological map building, map-based localization, autonomous exploration and finally, at the highest level, the capability of extracting a cognitive representation of the environment in order to interact with it.

Sensors used in the perception process determine not only how successful the result will be, but also what kind of techniques can be applied. Monocular and stereo cameras are a good solution to recognize real life objects according to their texture, colour and shape; however, adverse environmental conditions, such as lighting and contrast changes can compromise the results. Range sensors such as ultrasonic, infrared and 2D or 3D laser scanners are also very common. Ultrasonic and infrared devices are usually cheap but their performance may be poor in real environments if compared to laser scanners. However, small, low-cost versions of the latter are increasingly available, so they have become a valid option for the design of affordable service robots. Furthermore, well-known simulation environments, such as Player/Stage [9], include robot models with 2D laser sensors very similar to the real devices.

When a robot should understand and extract information from the environment using only the raw data obtained from a 2D laser range finder, it is necessary to process those data and obtain a compact representation of the information. Techniques based on line extraction have been found to be very useful in indoor environments [10]. An experimental evaluation of different line extraction algorithms is presented in [11].

Recognizing natural landmarks in the environment from the extracted lines is the next step. Landmarks and lines can be combined to create metric maps [12], useful for localization tasks. Polylines (or polygonal approximations), are useful when a set of line segments must be clustered. From this linear representation of the environment, it is possible to generate topological maps [13], used by the robot to find known locations or carry out specific tasks proposed by a higher level planning module [14].

A number of research works addressing the building of an environment representation from 2D laser range finder data by means of line extraction have been presented ([10], [11], [12]). In general, they are only focused on obtaining a geometrical description of the environment.

In this paper, a new method for line extraction is
The proposed method generates a hybrid representation of the environment where metric and semantic representations are combined. A set of linguistically labelled polylines is extracted from the raw data perceived by a 2D laser range finder. It provides a compact geometrical representation of the indoor environment where the representative points are semantically described. On the other hand, some interesting labelled points are selected and processed in order to find a list of traversable segments. Finally, a set of safe paths is computed from the middle points of the traversable segments. Higher level planning modules use this particular representation to generate specific behaviours in the robot.

The paper is organized as follows. Section II explains how the hybrid description of the environment is obtained. Next, section III shows how to calculate traversable segments from the set of labelled polylines and subsequently generate potential exploration paths according to the location. Section IV presents some experiments, including real-time testing on a mobile robot. Finally, Section V summarizes the conclusions, highlighting the advantages of the proposed method. Future research developments are also enumerated.

II. SEMANTIC DESCRIPTION OF THE ENVIRONMENT

This section describes the algorithms that obtain a hybrid (metric and semantic) description of the environment.

A. From raw data to polylines

In the experiments, a Hokuyo 2D laser scanner is being used. Specifically, raw data obtained from this sensor consist of the distances to objects in a 240º measuring area with an angular resolution of 0.36º approximately. The laser scanner can see objects within the distance interval of [0.006, 5] meters. Fig. 1 shows an example of scanned raw data.

![Fig. 1: Scanned data at a given time.](image)

The data structure shown in Fig. 1 stores the set of raw data using a polar representation of each point with respect to the reference system of the vehicle. The first processing step involves generating a polygonal representation of the environment that fits such input data. As mentioned in Section I, several methods have been used to extract lines from a 2D laser scanner raw data. Fig. 2 shows a typical polygonal representation obtained by standard techniques.

![Fig. 2: Polygonal representation of the environment using a standard lines extraction method.](image)

The goal of standard line extraction algorithms is limited to the generation of a geometric representation of the environment, and no specific meaning is assigned to features. In contrast, the proposed method carries out the line extraction by taking into account heuristically defined semantic properties based on relations between the raw points obtained by a 2D laser scanner. The extracted line segments are connected by means of semantically labelled representative points. Features are clustered into labelled polylines according to their specific meaning.

B. Semantic labeling of features

First of all, it is necessary to define which semantic properties will be taken into account. Since the robot navigates through an indoor furnished environment, representative scanned points should include features usually found in this kind of locations such as:

- **Occlusions (OC):** A point will be labelled as occlusion when it defines one of the ends of a polyline.
- **Inside angle corners (IAC):** This label will be applied to a point when it is the vertex of an inside angle.
- **Outside angle corners (OAC):** This label will be applied to a point when it is the vertex of an outside angle.
- **Lateral wall proxy points (LW):** If one of the points defining an extracted line segment on the right or on the left of the vehicle is located in front of the robot, and the other is located behind the robot, the line defines a lateral wall. A representative point of this line will be labelled as a lateral wall proxy point.
- **Frontal wall proxy points (FW):** If one of the points defining an extracted line segment in front of the vehicle is located to the right and the other is located to the left, the line defines a frontal wall where there is a representative frontal wall proxy point inside the line.
- **Saturated points (SP):** Points that define an interval where the laser scanner returns the maximum value are called saturated points. Lines delimited by saturated points are called saturated lines.

Fig. 3 illustrates an example of semantic features extraction using the raw points showed at Fig. 1.
The proposed algorithm based on successive refinements uses the set of raw data as input and provides a list of labelled polylines (see Fig. 3), by means of these steps:

(Step 1) Extracting saturated regions (see Fig. 4).

```plaintext
while i < n
  if d(p_i) is maximum then
    if \( \forall p \in [p_{i+k}, p_{i} \} \) \( d(p) \) is not maximum then
      label p_i as SP;
    while \( d(p_{i+1}) \) is maximum and \( i < n \) do i++;
    if \( (i == n) \) label p_{n-1} as SP;
  else
    if \( \forall p \in [p_i, p_{i+k}] \) \( d(p) \) is not maximum then
      label p_i as SP and ADD Saturated Line;
    else i++;
```

Where \( d(p) \) is the distance to point \( p \), \( k \) is heuristically selected and \( n \) is the number of points.

(Step 2) Extracting non-saturated regions (see Fig. 5).

```plaintext
for each pair of consecutive saturated lines
  \( (p_{m1}, p_{m2}) \) and \( (p_{m1}, p_{m2}) \)
  \( for \ i \ in [end1, ini2] \)
    \( d1 = d(p_i) \); \( d2 = d(p_{i+1}) \);
    if \( |d1 - d2| > th1 \) then
      label p_i as OAC.
```

Where \( th1 \) is heuristically fixed.

(Step 3) Extracting regions bounded by pairs of occlusion points.

The number of occlusion points between two consecutive saturated regions is always even. Every pair of OC points are the ends of a new region where a new polyline will be detected. In Fig. 3, the polyline P1 consists of only one point. In this singular case the first and last OC points are the same (p0). This kind of polylines will be filtered out by high level software components that use this representation of the environment.

(Step 4) Labeling representative features of a polyline (see Fig. 6).

```plaintext
for each region bounded by OC points
  for each p_i
    if \( (\forall p \in [p_{i+k}, p_i \} \rightarrow d(p) > d(p_j)) \) AND
      \( (\forall p \in [p_{i+1}, p_{i+k}] \rightarrow d(p) > d(p_j)) \) AND
      \( (\forall p \in [p_{i+k}, p_{i+1}] \rightarrow d(p) > d(p_j)) \) AND
      \( (\forall p \in [p_{i+1}, p_{i+k}] \rightarrow d(p) < d(p_j)) \)
    then
      \( angle = calculate_angle((p_{i+k}, p_i), (p_i, p_{i+k})) \);
      if \( angle < th2 \) then
        label p_i as OAC;
    else if \( (\forall p \in [p_{i+k}, p_i \} \rightarrow d(p) < d(p_j)) \) AND
      \( (\forall p \in [p_{i+1}, p_{i+k}] \rightarrow d(p) < d(p_j)) \) AND
      \( (\forall p \in [p_{i+k}, p_{i+1}] \rightarrow d(p) < d(p_j)) \) AND
      \( (\forall p \in [p_{i+1}, p_{i+k}] \rightarrow d(p) > d(p_j)) \)
    then
      \( angle = calculate_angle((p_{i+k}, p_i), (p_i, p_{i+k})) \);
      if \( angle < th2 \) then
        label p_i as IAC;
```

Finally, when the angle is higher than \( th2 \), the point can be labelled as FW or LW according to the definition described at the beginning of this section.

Fig. 7 illustrates the data structure that stores the list of polylines consisting of semantically labelled points according to the example shown in Fig. 3.

III. CALCULATING EXPLORATION PATHS

A set of feasible exploration paths can be calculated by taking into account the relation between labelled features detected using the algorithms described in Section II. This section addresses the description of the method used to solve this problem.

A. Obtaining traversable segments

A traversable segment (TS) is defined as a line segment that can be safely crossed by the vehicle; it is bounded by two labelled points that belong to different polylines.

The set of potential traversable segments is calculated by considering all pairs formed by OC and OAC points from different polylines. Polylines bounded by SP points are also...
added to this set. Only those segments that the vehicle can cross avoiding any collision with lines of the environment and whose size is bigger than the security diameter of the robot are considered safe. Unsafe segments are erased from the set together with those defined by too distant points. The following conditions are also taken into account: a) traversable segments do not intersect polylines and b) the triangle defined by the ends of a traversable segment and the reference point of the vehicle does not contain any labelled point.

Fig. 8 shows the traversable segments calculated from the data structure described at Fig. 7.

![Traversable segments](image)

**Fig. 8: Traversable segments calculated from the labelled polyline-based representation of the environment.**

**B. Calculation a set of exploration paths**

Once the set of traversable segments is available, exploration paths can be calculated. The middle points of these segments are clustered according to five angular sectors: *Front, Left/Right, Right/Left, Left and Right* (see Fig. 9). A sector is defined as an angular interval or cluster \([\beta_i, \beta_j]\), where \(\beta_i\) and \(\beta_j\) are heuristically fixed.

![Angular clusters and set of exploration paths](image)

**Fig. 9. Angular clusters and set of exploration paths.**

A safe line fitting the points of a given angular interval is calculated:

- For each pair of middle points in the interval, a new line containing them and avoiding collisions with any of the environment polylines is obtained.
- The distance from each point in the interval to that line is calculated. The line fitting the maximum number of points with a distance lower than a given threshold is selected.
- Once the line is calculated, the middle points whose distance is higher than the threshold are erased from the cluster.

A higher level software component can select points inside a line located at a given distance and track them using any well-known path tracking method. The selection of the best path will depend on the objectives defined by a higher level process. Fig. 9 shows that there are five feasible paths to follow.

If all the angular clusters contain zero points, the robot is located in front of a closed convex space. In this case, the higher level controller can use FW, LW and IAC points to explore this kind of places and finally go out. If an object is detected at a distance lower than a threshold, a specific security algorithm is exceptionally executed: The robot decreases its velocity and properly turns around itself until the obstacle is avoided.

**IV. EXPERIMENTS AND RESULTS**

The experiments carried out to test the method are addressed in detail. The simulated and real robots are also briefly described in this section.

**A. The mobile robot BENDER**

The mobile robot BENDER is a low-cost platform designed and developed by the authors. Furthermore an *ad hoc* Player/Stage model has been also created to simplify testing (see Fig. 10).

![BENDER and Player/Stage model](image)

**Fig. 10: The robot BENDER and the *ad hoc* Player/Stage model.**

A full description of the software and hardware architectures of BENDER and the simulated environment based on the Player/Stage model can be found in [15] and [16].

BENDER is a wheeled differential-drive robot. Encoders installed on the wheels allow to implement odometry-based position and heading estimation. It is also equipped with a visual stereo system and a Hokuyo 2D laser scanner, accurate enough for the needs of an indoor service robot.

The software architecture that controls BENDER is fully distributed. It is based on the YARP middleware framework for communication [17]. High level software components exchange information with low level controllers in the vehicle and other high level processes by means of named YARP ports. The names of the ports used by the low level processes are the same for the real robot and the simulated one, so no changes in the high level software components.
are necessary to move from one environment to the other. This feature allows for easy and efficient system testing.

B. Semantic description of the environment and exploration tests.

This subsection shows how to use the semantic representation and the feasible exploration paths calculated in the previous sections to design a high level software component that allows to carry out a given task.

Specifically, the designed component uses the set of labelled polylines and the exploration paths to select a set of goal points that can be pursued using the well-known pure pursuit method [18]. The high level process selects the path that maximizes a function weighed by the number of points belonging to a cluster and the length of the corresponding fitting line. Normally, paths that accomplish these properties define corridors and wide exploration zones where many labelled features are found. When the robot finds a closed place (only one polyline is detected), the high level process changes its behaviour and sends commands to the robot in order to follow the perimeter of the polyline until new traversable segments are detected.

Fig. 11 shows the results obtained after applying the proposed method with the Player/Stage simulated environment and robot.

![Fig. 11. Experiments carried out in the simulated environment.](image)

Fig. 11 (1a) and 11 (1b) show the set of labelled polylines and also the list of feasible paths. Fig. 11 (2a) and 11 (2b) show the raw data. Finally, the simulated environment and the position of the robot are shown in Fig. 11 (3a) and 11 (3b).

The experiments carried out with the real robot are presented in the video attached to this paper. BENDER navigates in the corridors of an office building. Initially, the robot does not have any knowledge about the environment. The proposed method and the high level process that defines the behaviour of the robot according to the set of labelled polylines are remotely executed in a laptop. The embedded computer within the vehicle sends the raw data scanned by the laser range finder and receives the commands using the YARP communication framework. The distributed application successfully works in real-time.

Fig. 12 shows the results obtained in a real environment which is geometrically and semantically described with high accuracy.

![Fig. 12. Experiments carried out in a real environment using the robot BENDER.](image)

Fig. 12 (a) shows several frames obtained from the first experiment in the video. They illustrate the point of view of the robot (above), the raw data (in the middle), and finally, a person walking in front of the robot. Fig. 12 (b) shows the second experiment in the video. Fig. 12 (c) shows three frames obtained from the third experiment; in this case, the robot detects and avoids dynamically inserted obstacles.

V. CONCLUSIONS AND FUTURE WORK

A wide range of experiments has been carried out in order to validate the proposed technique, both with the simulated environment and the real robot.

The method has demonstrated to be very robust even when velocity changes and the environment is cluttered and dynamic. The set of labelled polylines accurately fits the raw data both geometrically and semantically. Since this set is calculated by means of successive refinements, new semantic properties can be easily added if necessary. This feature is interesting if the robot should work in partially outdoor environments.

The compact semantic representation of the environment (providing abstract relations between features that can be used by higher level processes to generate an intelligent behaviour of the robot), and the generation of traversable segments whose middle points are processed to calculate safe exploration paths, together with the low computational...
complexity allows to achieve real-time performance using standard hardware.

The proposed method provides advantages with respect to the standard line extractions techniques, which just build a geometric representation of the environment, or other classic topological representations based on Voronoi/Delaunay tessellation, for instance, whose computational complexity is higher.

At present, a method to build topological maps is under development. It will obtain a cell decomposition of the free space based on labelled triangles, using the set of labelled polylines and traversable segments. This new method is intended to facilitate localization and loop closure tasks in cluttered scenarios.

Future work will also address an improved semantic representation of the environment using not only a polygonal approximation of the objects, but also more complex descriptions of them, including visual features.

On the other hand, interaction with humans is also an emergent issue and the linguistic representation of features makes easier its translation to a human-compatible description by higher level software components, so exploration tasks will be improved allowing humans to send topological commands expressed in natural language.
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