
  

  

Abstract—In wildlife radio tagging, small radio transmitters 
attached to animals are located by human operators using 
directional antennas and analog receivers which provide audio 
output. The location of the transmitter is determined by 
listening to the signal and scanning the area while closing in. 
This procedure can be very tedious, especially in rough terrain. 
Searching radio tags with autonomous unmanned aerial 
vehicles (UAVs) offers a number of advantages, including 
better line-of-sight signal reception, terrain-independence and 
faster localization. In this paper we continue upon previous 
work by presenting a received-signal-strength (RSS) sensor 
implementation based on a modified commercial wildlife 
tracking receiver that is designed to operate on an autonomous 
fixed-wing UAV. Furthermore, an extension of the search and 
tracking framework for multiple targets that are 
undistinguishable from the sensors’ point of view is proposed. 
After a brief system overview and a summary of the particle 
filter based approach, the signal processing theory and 
realization of the RSS sensor are outlined, including strategies 
for frequency tracking and receiver gain control. The paper 
also presents experimental results. 

I. INTRODUCTION 
ILDLIFE radio tagging has been used by biologists 
for monitoring the movements of animals in 

behavioral studies since the late 1950s, but the basic 
principle has not changed significantly over time: a small 
transmitter being attached to the animal, the ‘tag’, transmits 
radio pulses with a few ms duration and repetition rates of 
30-60 pulses per minute in the Very High Frequency (VHF) 
band, and the researcher uses one or more directional 
antenna(s) with a radio receiver to locate the tag by listening 
to the received signal. The search strategies used [1] are 
usually based on manual control of the receiver gain and 
antenna orientation to determine the direction of the 
strongest signal and triangulate the target location.  

As even motorized tracking on the ground is very time-
consuming, the area of coverage can be significantly 
increased by using airborne platforms such as light aircraft 
[2]. Air-to-ground tracking provides much better conditions 
resulting in longer range, because the fading effects in the 
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radio wave propagation are less significant and more 
predictable for line-of-sight (LOS) scenarios without 
obstacles like vegetation, terrain, or other structures.  

Furthermore, the use of small, cost-effective fixed-wing 
UAVs for the task reduces the overall costs of aerial tracking 
since existing off-the-shelf radio tag and receiver technology 
can be adapted to autonomous operation. However, the 
automatic evaluation of the tag signal from which to draw 
conclusions about the location of the transmitter brings 
about challenges in the proper modeling of radio wave 
propagation and their uncertainty as well as signal 
processing. Approaches to solving the problem with particle 
filters based on the observation of the RSS were proposed in 
[3], [4] and [5]. 

II. CONTRIBUTION 
The final goal of the research is the development of a 

cost-effective autonomous UAV wildlife tracking solution. 
This paper extends the initial work published in [3] by an 
approach to search and track multiple, undistinguishable 
targets at the same time with a relatively simple sensor 
implementation, and presents the theory and realization of a 
purpose-built RSS sensor subsystem. The next step towards 
an actual implementation is combining and extending 
common signal processing methods to a field-ready sensor. 
Section III briefly introduces the framework and 
assumptions. Section IV is concerned with a summary of 
particle based search and tracking and an extension for 
multiple targets, whereas section V introduces the RSS 
sensor implementation with the signal detection, receiver 
gain control and frequency drift compensation components. 
Experimental results obtained during field tests of the setup 
are discussed in section VI. 

III. SYSTEM OVERVIEW 
A functional view of the UAV-based autonomous wildlife 

tracking system is shown in Fig. 1. From left to right there is 
the VHF receiver which is interfaced by a digital front-end 
for signal processing, the gain control unit, and the 
estimation of the current received tag signal strength. This 
value is used to update the probability density function 
(PDF) that represents the unknown tag location(s). As the 
PDF can be multi-modal and highly nonlinear, it is 
maintained by a particle filter (PF). The proposed guidance 
algorithms incorporate the PDFs to plan the UAV’s 
trajectory on-the-fly, in order to minimize the average search 
time. The autopilot system carries out all lower level aircraft 
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control tasks. Both VHF receiver and auto
proven off-the-shelf components. 

 

Fig. 1: Functional block diagram of the autonomo
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Fig. 2: 3D views of the 1:3 scale Piper J3 Cup UAV w
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frequency, a single a priori PDF is used. The amount of 
particles can be the same as in the single target scenario, as it 
is still sufficient to cover the whole search area. Once a 
receiver detects a tag signal, the PF is split into two different 
filters: One PF is now used to locate the detected target 
(LPF), whereas the other is used to search for remaining 
targets (SPF). 

The two filters differ in their update step: The SPF's 
update is solely based on negative information, i.e. it is only 
updated by UAVs whose sensors do not detect a signal, 
hence avoiding degeneration of the particle distribution. On 
the other hand, the PFs’ behavior of degenerating quickly to 
a single mode even if multiple targets are within sensor 
range leads to the LPF detecting a single target even if 
multiple targets are close by or on the same spot. This means 
that multiple targets within sensor range get located 
consecutively. A target is considered to be “found” once the 
standard deviation of the LPF drops below a certain 
threshold. It gets tracked in a down-sampled PF by picking 
particles of the LPF with probability  ݌௜ ן  .݅ ׊ ௧௜ݓ

 
Fig. 3: Two targets with tags on the same frequency being tracked by a 
single UAV. Top left: LPF at t = 369 s, target detected; right: SPF at t = 369 
s; bottom left: t = 506 s, one target found, second target gets located; right: t 
= 681 s, both targets found.  
 

Since we now have an estimation of the target's states, the 
RSS expected from this target can be calculated using the 
PFs’ internal model of the wave propagation. The RSS 
sensor is capable of indicating how many tag signals at a 
known pulse rate and length it detects, but tends to only give 
the RSS value of the strongest signal due to the gain control 
implementation described later. Consequently, the 
observation likelihoods for the detection case are given by 
equation (6):  

௧௜൯ݔ௧௝หݖ൫݌  ൌ ሺ݌ ோܲௌௌ,௘௫௣௘௖௧௘ௗ௜ ൌ ோܲௌௌ,௥௘௖௘௜௩௘ௗ௜ ሻ (6) ோܲௌௌ,௘௫௣௘௖௧௘ௗ௜ ൌ max ሺ ோܲௌௌ,௉௥௢௣.ெ௢ௗ௘௟௜ , ோܲௌௌ,௘௫௣௘௖௧௘ௗ௞ ሻ (7) 
 

Here, the expected power is given by (7), and is the 
modeled RSS of tracked target ݇. The LPF also deals with 
the probability of any received, but not measured, signals to 
be above the detection threshold to accelerate degeneration 
of the LPF. 

 Fig. 3 shows the simulation results for a scenario of a 
single UAV searching for two targets with tags on the same 
frequency and a small spatial separation. The targets are 
represented by the black crosses, while the UAV is the black 
rhomboid with the line as its flight history. Plots (a) and (b) 
illustrate the difference between LPF and SPF, while (c) and 
(d) show the convergence of the two particle clouds to an 
accurate position for both the undistinguishable targets. This 
simulation serves as a proof of concept for the proposed 
methodology.  

Algorithm 1 summarizes this method of detecting multiple 
non-distinguishable targets. 

V. RSS SENSOR SUBSYSTEM 
The off-the-shelf wildlife tracking receiver being used as 

the primary sensor is of the type Biotrack ‘Sika’. It is a 
super-heterodyne receiver which down-converts a received 
radio signal from the VHF carrier frequency (~173 MHz in 
this case) to the audible range of ~0.5-4 kHz, while 
preserving amplitude. Standard radio tags transmit a pulsed 
carrier wave without further modulation, resulting in audible 
tones of a certain frequency within the bandwidth of the 
receiver’s intermediate filter (Sika: ~3.5 kHz).  

Fig. 3 shows the structure of the receiver (‘ANALOG’) 
and how it is interfaced by the digital front-end developed 
here (‘DIGITAL’). The audio output is digitized by a 16 bit 
TI TLV320AIC3204 codec and processed on a fixed-point 
TI C5505 digital signal processor (DSP). The Sika gain is set 
by providing the control voltage for the variable gain 
amplifier (VGA) using a digital-to-analog converter (DAC).  

 

 
 

Fig. 3: Receiver structure. The gain is controlled digitally by using a DAC 
chip to provide the amplifier control voltage. 
 

The update step of the particle filter requires a value of the 
current RSS to update the particle weights according to their 
location and wave propagation assumptions, as outlined 
earlier. This value can hardly be derived directly from the 
audio output as there is no continuous carrier wave, and the 
duty cycle of the signal is very low (e.g. ~3% for 30 ms 
pulses @ 60 pulses/min). 
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Algorithm 1: detecting multiple non-distinguishable targets 
 

Furthermore, the signal is prone to random fading effects, 
and the full gain dynamic range has to be exploited in order 
to achieve maximal sensitivity. The approach used here is as 
follows: The Sika gain is adjusted in a way that it follows the 
magnitude of the detection results, barely providing a 
reliable detection if a tag is in range.  

In case of detection, the RSS value ோܲௌௌ is then derived 
from the sensitivity curve given in Fig. 4. The curve was 
measured by feeding the sensor system with a sine wave of 
the expected tag frequency generated by a VHF signal 
generator and recording the weakest input signal levels 
resulting in a ‘True Positive’ over the whole receiver gain 
range.  In Fig. 4, the Sika gain ܩௌ௜௞௔ is represented by the 
control voltage of its variable gain amplifier (VGA) stage (0-
3700 mV) because this value is easily accessible in the 
digital implementation. The nonlinearity of the curve 
depends directly on the characteristic curve of the VGA, and 
the curve therefore serves as a look-up table for the RSS 
estimate.  

In the ‘No Detection’ case, the sensitivity curve defines 
the current sensor range: strong background noise results in 
a low gain and a short range, while weak background noise 
allows a higher gain/range without noise-induced false 
positives. The control loops being responsible for this 
behavior are explained in the following sub-section. 

 

 
 

Fig. 4: Detector sensitivity curve used to obtain a coarse RSS value for the 
update of the PDF. 

A. Receiver Gain Control 
The block diagram in Fig. 5 shows the gain control 

approach that was implemented, taking into account the 
requirements of the application. It consists of two feedback 
loops, one for the receiver gain control and one for a digital 
factor applying on the reference signal of the other loop.  

The receiver gain control loop incorporates the Sika VGA, 
(represented by a multiplier), a low-pass filter and the 
‘Receiver Gain Calculation’ block. After digitization, the 
audio signal is low-pass filtered with a cutoff frequency well 
below the expected tone frequency. The filtered signal is 
then used as reference for the gain calculation, whose main 
purpose is to exploit the full dynamic range of the audio 
codec without triggering the detector with strongly amplified 
background noise in absence of a tag signal. 

The digital gain factor that is controlled by the outer loop 
applies on the reference for the receiver gain loop according 
to the current detection result. In case of detection, it steps in 
by increasing the reference level and therefore forcing the 
gain down. The strategy aims on keeping the detection filter 
output within a certain range (e.g. between 100 % and 150 % 
of the detection threshold), so that the adjustment of the 
receiver gain follows the peaks caused by the tag pulses 
rather than the background noise level. This behavior 
prevents strong signals at close range from clipping and 
allows the approximation of the current RSS value from the 
gain level, as described above. In the ‘no detection’ case, the 
digital gain factor is decreased slowly over several pulse 
repetition periods with a constant rate. 

 

 
 

Fig. 5: Receiver gain control loops. The receiver gain loop controls the 
signal level for the digitization, while the digital gain control steps in to 
follow the strength of detected tones. 

B. Signal Detection  
The ‘Goertzel’ algorithm [11] is used for the detection of 

the tag tones within the audio signal, which is essentially an 
efficient means to compute spectral components (‘bins’) of a 

initialize particles for a priori PDF 
while true do 
  foreach tracked target 
    predict particles 
    update particles with all observations and predicted 
      RSS from tracked targets 
    predict RSS from this target 
    resample if necessary 
  end 
  foreach SPF do 
    if new target gets detected 
      create LPF by cloning SPF 
    else 
      predict particles 
      update particles with negative information only 
      resample if necessary 
    end 
  end 
  foreach LPF do 
    if standard deviation  ൐  ߝ
      predict particles 
      update particles with all observations  
         and predicted RSS of tracked targets 
      resample if necessary 
    else 
      downsample LPF to target tracking PF 
    end 
  end 
end 
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signal without having to run a whole discrete Fourier 
transformation (DFT). It takes advantage of the periodicity 
of the phase factors, which allows expressing the 
computation of the DFT as a linear filter operation. 
Representing the resulting complex one-pole filter by a 
conjugate complex two-pole filter with only real 
multiplications results in the difference equation (8) for each 
filter step and new sample ݔ௡: 

௡ݒ   ൌ ௡ݔ ൅ ௡ିଵݒ ܽ െ ݕ ௡ିଶ (8)ݒ ൌ ௡ିଵଶݒ ൅ ௡ିଶଶݒ ൅ ௡ିଶݒ௡ିଵݒ െ ܽ (9) 
 

The filter coefficient ܽ ൌ 2 cos ሺ2݂ߨ ௦݂⁄ ሻ arises from the 
frequency of the tone ݂ and the sampling frequency ௦݂. The 
result of the algorithm, ݕ, which represents the power of the 
bin, is computed after ܰ iterations, where ܰ is the overall 
filter length. As no phase information is required, the 
originally complex calculation of ݕ can be simplified to few 
real operations given by equation (9). A block diagram of 
the Goertzel filter is given in Fig. 6, where the left part is an 
infinite impulse response (IIR) filter representation of (8) 
and the right part within the dotted box represents (9), being 
executed every ܰ steps only. The bandwidth and frequency 
resolution of the filter is given by ܤ ൌ ௦݂ ܰ⁄ . 

The computational effort for real signals is ܰ 
multiplications and 2ܰ additions each filter step plus 
additional 4 multiplications and 3 additions overhead for the 
calculation of ݕ after ܰ steps. In case of a variable tone 
frequency, the filter coefficient ܽ has to be recalculated each 
time the search frequency is updated as well. 

 
 

Fig. 6: Block diagram of the Goertzel filter for selective spectral analysis. 

C. Frequency Drift Compensation 
Most radio tags are simple analog circuits which are 

optimized for small size, low weight and low power 
consumption. Therefore they are prone to frequency drifts 
caused by temperature. Changes in the transmission 
frequency of the tag result in a change of the tone at the 
receiver audio output. As the detector algorithm necessarily 
has a narrow frequency response, the search frequency has 
to be automatically adapted to the changing conditions. The 
approach is as follows: Three detection filters tuned to 
slightly different frequencies are executed in parallel and 
their results are compared. The first filter is called ‘Low’ and 
searches for a slightly lower frequency ௅݂ ൌ ݂ െ  ∆௙ than the 
second filter, ‘Proper’, which is tuned to the center 
frequency ௉݂ ൌ ݂. The third filter, ‘High’, searches for the 
slightly higher frequency ு݂ ൌ ݂ ൅ ∆௙. The left part of Fig. 

7 illustrates the frequency responses of the resulting filter 
setup schematically. 

 

 
 

Fig. 7: Frequency tracking. Left: frequency responses of the three parallel 
filters, right: three possible results in case of a detection. 

 

Three cases can occur during operation, resulting in a 
filter bank that converges to the correct frequency:  

 

(a) P maximal:  no frequency change 
(b) L maximal:  all three frequencies are decreased  
(c) H maximal:  all three frequencies are increased  

 

The frequency separation ∆௙ and the frequency increment 
or decrement step have to be chosen carefully according to 
the filter bandwidth, e.g. ∆௙ൌ and ௦݂௧௘௣ ܤ 0.5  ا  to ,ܤ
prevent the system from oscillation. An initial guess for the 
current transmission frequency of a tag that is deployed in 
the field can be made from the ambient temperature, 
assuming that the frequency drift over temperature is known 
from prior measurements. If the guess is as close as 1.5 ܤ to 
the real value of ݂, the system will then converge to the 
proper center frequency resulting in optimal signal detection 
performance. 

VI. EXPERIMENTAL RESULTS 
To validate the RSS sensor implementation, ground based 

field tests were performed. The antenna setup was mounted 
on the rooftop of a car in the same manner as it would be on 
the UAV, a Biotrack ‘TW-3’-type radio tag was placed at 
different locations, and the sensor output was recorded with 
2 Hz while moving through the area. The receiver gain, 
active antenna, detection result, search frequency, position, 
speed and orientation were logged.  

Fig. 8 illustrates the signal reception performance for 
three target locations. Each plot contains the superposed 
results of several rounds. The arrows indicate the orientation 
of the receiving antenna(s), while the color gives the 
detector output: green for ‘Detection’, red for ‘No 
Detection’. The arrow length is inversely proportional to the 
gain setting and indicates the gain level / RSS, where green 
and red arrow lengths are normalized independently to 
highlight the detections. It can be seen that the background 
noise is stronger in the upper left corner, resulting in lower 
gain. Generally, the ground-to-ground range is poor, and 
signal detection is only possible in few cases due to the 
directional pattern of the antennae. However, there are no 
false positives, a fact that significantly improves the 
performance of the PF as it was introduced earlier. The gain 
control and signal detection approaches are therefore 
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generally valid. 
 

 
Fig. 8: Signal reception for three different target locations. Left: antenna 
toggling, right: both antennas active simultaneously. 
 
 

 
     (a) t = 0 s         (b) t = 100 s     

 
     (c) t = 300 s         (d) t = 500 s 
Fig. 9: The particle cloud calculated from the recorded field test data for 
different time steps. The x/y axes are in m. 

 
The recorded data set shown in the second row of Fig. 8 

was post-processed by using the implemented particle filter. 
Fig. 9 shows the particle representation of the estimated 
target position for the dataset at different time steps. Plot (a) 
shows the uniform distribution at ݐ ൌ 0, (b) illustrates the 
massive change in the particle weights according to the 
antenna gain pattern on the first signal detection, while (c) 
and (d) show the convergence of the cloud to the real target 
position (x) due to multiple observations from several 
directions. 

VII. CONCLUSIONS 
Extensions of the theoretical search and tracking 

framework based on the initial work published in [3] were 
presented focusing on multiple targets and were validated by 
simulation. Furthermore, a RSS sensor system for the given 
scenario was developed and evaluated during field tests. The 
results show that the approach is generally applicable, but 
there is still potential for optimization. Applying the system 
on an airborne scenario in a rural environment will result in 
higher range due to LOS conditions and weaker background 
noise. The use of more sophisticated radio tags with a higher 
duty cycle and/or coded signals designed to be detected 
under low signal-to-noise conditions would improve the 
detection performance and range as well. 
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