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Abstract— Place recognition is a challenging task in any
SLAM system. Algorithms based on visual appearance are
becoming popular to detect locations already visited, also known
as loop closures, because cameras are easily available and
provide rich scene detail. These algorithms typically result in
pairs of images considered depicting the same location. To
avoid mismatches, most of them rely on epipolar geometry
to check spatial consistency. In this paper we present an
alternative system that makes use of stereo vision and com-
bines two complementary techniques: bag-of-words to detect
loop closing candidate images, and conditional random fields
to discard those which are not geometrically consistent. We
evaluate this system in public indoor and outdoor datasets from
the Rawseeds project, with hundred-metre long trajectories.
Our system achieves more robust results than using spatial
consistency based on epipolar geometry.

I. INTRODUCTION

In this paper, we consider the problem of recognising
locations based on scene geometry and appearance. This
problem is particularly relevant in the context of large-scale
global localisation and loop closure detection in mobile
robotics. We propose to solve this problem by using two
complementary techniques. The first one is based on the
bag-of-words method (BoW) [1], which reduces images to
sparse numerical vectors by quantising their local features.
This enables quick comparisons among a set of images to
find those which are similar. Some techniques derived from
BoW have been successfully applied to loop closing-related
problems ([2], [3]) but exhibit false positives. Obtaining an
incorrect loop closure can result in a critical failure for the
SLAM algorithms. We use a hierarchical BoW [4] improved
with adaptive thresholding to detect scenes that are similar
and to enforce temporal consistency. These similar scenes
are loop closure candidates, and can be verified by CRF-
Matching, the second technique considered. CRF-Matching
is an algorithm based on Conditional Random Fields (CRFs)
[5], recently proposed for matching 2D laser scans [6] and
matching image features [7]. CRF-Matching is a probabilistic
model able to jointly reason about the association of features.
Here we extend CRF-Matching to reason in the 3D space
about the association of data provided by a stereo camera
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system. We also propose the use of the Minimum Spanning
Tree (MST) as graph structure for the CRF-Matching. This
allows exact inference with no loss of accuracy [8], as
compared, for instance, with loopy belief propagation for
cyclic graphs, which is approximate. So far the learning stage
in CRFs was done with full or partial manual labelling [9].
Our CRF-Matching algorithm carries out automatic labelling
during the learning stage.

The basic idea is to exploit the efficiency of BoW for
detecting revisited places in real-time. In order to keep the
real time execution, only the result of BoW will be the in-
put for CRF-Matching. CRF-Matching is a computationally
demanding data association algorithm because it uses much
more information than the BoW. Successful results of BoW
filtered by the CRF-Matching will be the system output.

This paper is organised as follows: We begin with a
discussion of the related work in Section II. We then provide
a description on the loop detection with bag-of-words in
Section III. We provide an overview of Conditional Random
Fields and how to apply CRFs to our case in Section IV.
Finally, we present in Section V experimental results on real
data that demonstrate the improvement in robustness of our
approach.

II. RELATED WORK

There are different kinds of algorithms to solve the loop
closing problem in SLAM, including those based on map
or image features [10] and robot poses [11]. Appearance-
based methods are becoming popular since cameras provide
rich scene information and have become a common sensor
in robotics. These methods focus on place recognition, and
mainly use the bag-of-words representation [1], supported by
some probabilistic framework [3]. On the issue of recognition
of places perhaps the state of the art is the FAB-MAP [2],
since it has proved very successful with a low proportion
of false positives. We propose applying adaptive thresholds
to the similarity between two scenes to improve the results
yielded by the bag-of-words algorithm.

To avoid mismatches in these appearance-based ap-
proaches, some geometrical constraint is generally added in
a next step. The epipolar geometry is the most common
technique used to find consistent matches [12]. Here we
present an algorithm based on CRF-Matching which achieves
more robust results than the epipolar constraint.

CRF-Matching was introduced in [6] for loop closure
detection by combining information from a 2D laser scanner
with the information of texture from a monocular camera.
The same framework is proposed in [7] to associate image
features, using the 2D Delaunay triangulation as a graph
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structure. We extend this idea to associate 3D features, using
the minimum spanning tree as the graph structure, combining
appearance information with the metric information from
a stereo camera system. In [8], it was shown that this
graph structure properly encodes connections between the
hidden variables and ensures global consistency in the object
recognition task. Moreover, by using MST we can use exact
inference algorithms.

There are other works that join image and geometrical
data, such as [13] where an actuated laser scanner and a
monocular camera are used. However, this system is not
able to combine data from the two sensors, only camera
information is used to detect loop closure events. In our
system any type of sensor data can be smoothly combined for
probabilistic inference without assumptions of independence.
In the context of feature-based SLAM, in addition to loop
closure, our system provides the data association of features
to the observations and the probability of each individual
association.

III. BAG OF WORDS

A. Image representation

A visual bag-of-words [1] is a technique that represents
an image as a numerical vector by quantising its salient local
features. For this purpose, we use SURF features [14]. This
technique entails an off-line stage that consists in clustering
the image descriptor space (the 64-dimensional SURF space,
in our case) into a fixed number N of clusters. The centres
of the resulting clusters are named visual words; after the
clustering, a visual vocabulary is obtained. Now, a set of
image features can be represented in the visual vocabulary
by means of a vector v of length N . For that, each feature
is associated to its approximately closest visual word; then,
each component vi is set to a value in accordance with the
relevance of the i-th word in the vocabulary and the given
set, or 0 if that word is not associated to any of the image
descriptors. There are several approaches to measure the
relevance of a word in a corpus [15]; in general, the more a
word appears in the data used to create the visual vocabulary,
the lower its relevance is. We use the term frequency –
inverse document frequency (tf-idf) as proposed by [1]. The
vector v is the bag-of-words representation of the given set
of image features.

This method is suitable for managing big amounts of
images; moreover, [4] presents a hierarchical version which
improves efficiency. In this version, the descriptor space clus-
tering is done hierarchically, obtaining a visual vocabulary
arranged in a tree structure, with a branch factor k and L
depth levels. In this way, the comparisons for converting an
image descriptor into a visual word only need to be done in
a branch and not in the whole discretized space, reducing the
search complexity to logarithmic. An own implementation of
this data structure is used in this paper, with k = 9, L = 6
and the kmeans++ algorithm [16] as clustering function. This
configuration yielded the best performance in both indoor
and outdoor, and dynamic, datasets.

B. Image similarity

Representing images as numerical vectors is very conve-
nient since it allows performing really quick comparisons
between images. There are several metrics to calculate the
similarity between two image vectors. We use a modified
version of the one proposed by [4]. Given two vectors v and
w, their similarity is measured as the score s(v, w):

s(v, w) = 1− 1

2

∥∥∥∥ v

||v||
− w

||w||

∥∥∥∥ (1)

where ||.|| stands for the L1-norm. Note that this score is 0
when there is no similarity at all, and 1 when both vectors
are the same.

This score is the only value used to set the similarity
between two images at this stage. If the score between two
images is not high enough to be considered the same scene,
additional geometrical consistency is needed to make the
decision, as in [1].

C. Loop candidate detection

Our system takes an image at time t from the stereo pair at
one frame per second. The image is converted into a bag-of-
words vector vt, which is stored in a set W . At the same time,
a structure (named inverted file [4]) is maintained to save in
which images each visual word is present. The current image
vector vt is compared against all the ones stored before in
W . The complexity of this operation is linear in the number
of stored vectors, but the inverted file makes it be very quick.
The result is a list of matches < vt, wt′ >, associated to their
scores s(vt, wt′), where wt′ are the vectors matched from W .
Low score matches are discarded from this list, together with
those matches which are too close in time. The score range
depends on the number of features each image contains. For
this reason, a score is considered low by comparing it to
the maximum expected score for a certain image (denoted
λt). Since our images are taken from a video sequence, we
approximate λt with s(vt, vt−1). If images separated by 1
second are not similar (e.g. if the robot is turning), this
approximation is not reliable and λt is small. Therefore, we
remove the matches < vt, wt′ > with λt < 0.1 or whose
score s(vt, wt′) does not achieve α−λt, where α− is the
minimum confidence expected for a loop closure candidate.

To detect loops, we impose a temporal constraint. A loop
candidate between images at time t and t0 is detected if there
are matches < vt, wt0 >, < vt−1, wt1 >, ..., for a short time
interval (set to 4 seconds), and the timestamps t0, t1, ..., are
close (within 2 seconds). These temporal values are selected
according to the frequency of our image sequences, and the
expected reliability of BoW. Finally, the match < vt, wt0 >,
with score s(vt, wt0), is accepted as a loop candidate. If
this score is high enough, the match is very likely to be
correct, so that the candidate is accepted as a loop. However,
mismatches can occur. CRF-Matching is used in the cases
where the score alone is not sufficient to ensure loop closure.
Scores greater than α+λt are accepted as loops, and those
between α−λt and α+λt are checked by the CRF-Matching
stage, where α+ denotes the minimum confidence to trust
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(a) Scene A (b) Scene B

Fig. 1. On the left, for scene A, we show the right image from the stereo pair with the features obtained by the SURF extractor. From these image
features, and the 3D information, we get the Minimum Spanning Tree (red) for building the graph used by the CRF. Also, we show the 3D point cloud
(light blue) of each vertex in the tree. On the right, the same for the scene B. Here the minimum spanning tree is used to define the neighbourhood of
each feature. The MST gives us an idea of the dependencies between features in one scene, and helps the consistency of the features association between
scenes A and B.

candidates from BoW without further checking. We use α−

and α+ in order to keep efficiency. Since CRF-Matching is
a more time-consuming algorithm, these thresholds allow us
to skip that stage for those cases with little chance to match,
or with high likelihood to be correct.

IV. CRF-MATCHING

A. Model definition

CRF-Matching is based on Conditional Random Fields,
undirected graphical models developed for labelling se-
quence data [5]. Instead of relying on Bayes rule to estimate
the distribution over hidden states x from observations z,
CRFs directly model p(x|z), the conditional distribution
over the hidden variables given observations. Due to this
structure, CRFs can handle arbitrary dependencies between
the observations, which gives them substantial flexibility in
using complex and overlapped attributes or observations.

The nodes in a CRF represent hidden states, denoted
x = 〈x1,x2, · · · ,xn〉, and observations, denoted z. In our
framework the hidden states correspond to all the possible
associations between the n features in scene A and the m
features in the scene B, i.e. xi ∈ {1, 2, . . . ,m+1}, where the
additional state is the outlier state. Observations are provided
by the sensors (e.g., 3D point cloud, appearance descriptors,
or any combination of them). The nodes xi along with the
connectivity structure represented by the undirected graph
define the conditional distribution p(x|z) over the hidden
states x. Let C be the set of cliques (fully connected subsets)
in the graph of a CRF. Then, a CRF factorizes the conditional
distribution into a product of clique potentials φc(z,xc),

where every c ∈ C is a clique in the graph, and z and xc are
the observed data and the hidden nodes in such clique. Clique
potentials are functions that map variable configurations to
non-negative numbers. Intuitively, a potential captures the
“compatibility” among the variables in the clique: the larger
a potential value, the more likely the configuration. Using
the clique potential, the conditional distribution over hidden
states is written as:

p(x|z) =
1

Z(z)

∏
c∈C

φc(z,xc) (2)

where Z(z) =
∑

x

∏
c∈C φc(z,xc) is the normalizing par-

tition function. The computation of this function can be
exponential in the size of x. Hence, exact inference is
possible for a limited class of CRF models only, e.g. in tree-
structured graphs.

Potentials φc(z,xc) are described by log-linear combina-
tions of feature functions fc, i.e., the conditional distribution
(2) can be rewritten as:

p(x|z) =
1

Z(z)
exp

{∑
c∈C

wT
c · fc(z,xc)

}
(3)

where wT
c is the transpose of a weight vector, which rep-

resents the importance of different features for correctly
identifying the hidden states. Weights can be learned from
labeled training data.

B. Inference

Inference in a CRF estimates the marginal distribution
of each hidden variable xi, and can thus determine the
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Fig. 2. The corresponding graphical representation of the CRF-Matching
model from Fig. 1(a). The hidden state xi corresponds to all the possible
associations between the feature i in the scene A and all the features in
the scene B. The observations zi correspond to shape or visual appearance
information extracted from the scenes for the feature i.

most likely configuration of the hidden variables x (i.e., the
maximum a posteriori, or MAP, estimation). Both tasks can
be solved using belief propagation (BP) [17], which works by
transmitting messages containing beliefs through the graph
structure of the model. Each node sends messages to its
neighbours based on messages it receives and the clique
potentials. BP generates exact results in graphs with no loops,
such as trees or polytrees. To create the graph structure we
use a minimum spanning tree over the 3D coordinates of the
SURF features extracted from the right image in the stereo
pair (see Fig. 2).

C. Parameter learning

The goal of parameter learning is to determine the weights
of the feature functions used in the conditional likelihood (3).
CRFs learn these weights discriminatively by maximising the
conditional likelihood of labeled training data. We resort to
maximising the pseudo-likelihood of the training data, which
is given by the product of all local likelihoods p(xi|MB(xi));
MB(xi) is the Markov Blanket of variable xi, which contains
the immediate neighbours of xi in the CRF graph. Optimi-
sation of this pseudo-likelihood is performed by minimising
the negative of its log, resulting in the following objective
function:

L(w) = −
n∑

i=1

log p(xi|MB(xi),w) +
wT w
2σ2w

(4)

The rightmost term in (4) serves as a zero-mean Gaussian
prior, with variance σ2w, on each component of the weight
vector.

The training data is labeled from the best rigid-body
transformation using RANSAC after a SURF matching [18]
of two consecutive scenes (see Section V). In this way we
avoid the burden of manually labelling data.

D. Feature description

CRF-matching can employ arbitrary local features to de-
scribe shape, images properties, or any particular aspect of
the data. Since our focus is on associating features from two
3D scenes, our features describe differences between shape
and appearance of the features. The local features we use are
the following:

Shape difference: These features capture how much the
local shape of dense stereo data differs for each possible as-
sociation. We use the geodesic, PCA and curvature distance.

The geodesic distance, defined as the sum of Euclidean
distances between points in the minimum spanning tree,
provides shape information of a scene. It can be calculated
for different neighbourhoods representing local or long-term
shape information. Given points zA,i, zB,j and a neighbour-
hood k, the geodesic distance feature is computed as:

fgeo(i, j, k, zA, zB) =∥∥∥∑i+k−1
l=i ‖zA,l+1 − zA,l‖ −

∑j+k−1
l=j ‖zB,l+1 − zB,l‖

∥∥∥
σ

(5)

where i and j correspond to the hidden state xi that associate
the feature i of the scene A with the feature j of the scene B.
The neighbourhood k of xi in the graph corresponds to all
the nodes separated k nodes from xi. In our implementation,
this feature is computed for k ∈ {1, 2, 3}. A similar feature
is used to match 3D laser scans in [19]. The parameter σ
controls the scale of the corresponding distance; the same in
the subsequent equations.

We also use Principal Component Analysis over the dense
3D point cloud that is contained within a radius given by
the scale obtained by the SURF extractor for each node in
the graph, light blue points in Fig. 1. Then PCA distance
is computed as the absolute difference between principal
components of a dense point cloud zpcaA,i in scene A and
zpcaB,j in scene B:

fPCA(i, j, zpcaA , zpcaB ) =

∣∣∣zpcaA,i − z
pca
B,j

∣∣∣
σ

(6)

Another way to consider local shape is by computing the
difference between the curvatures of the dense point clouds.
This feature is computed as:

fcurv(i, j, zcA, z
c
B) =

∥∥zcA,i − zcB,j

∥∥
σ

(7)

where zc = 3s3
s1+s2+s3

, and s1 ≥ s2 ≥ s3 are the singular
values of the point cloud of each node.

Visual appearance: These features capture how much
the local appearance from the points in the image differs
for each possible association. We use the SURF distance.
This feature calculates the Euclidean distance between the
descriptor vectors for each possible association:

fSURF (i, j, zdescrA , zdescrB ) =

∥∥zdescrA,i − zdescrB,j

∥∥
σ

(8)

All previous features described are unary, in that they only
depend on a single hidden state i in scene A (indices j and k
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TABLE I
INDOOR DATASET, α− = 0, α+ = ∞

BoW BoW + EC BoW + CRF-Matching
True positives 232 216 102
False positives 284 165 4
True negatives 1232 1351 1512
False negatives 8 24 138

Precision 44.96% 56.69% 96.23%
Recall 96.67% 90.00% 42.50%

TABLE II
OUTDOOR DATASET, α− = 0, α+ = ∞

BoW BoW + EC BoW + CRF-Matching
True positives 133 118 9
False positives 106 40 0
True negatives 1811 1877 1917
False negatives 229 244 353

Precision 55.65% 74.68% 100%
Recall 36.74% 32.60% 2.49%

TABLE III
MIXED DATASET, α− = 0, α+ = ∞

BoW BoW + EC BoW + CRF-Matching
True positives 211 200 60
False positives 57 28 1
True negatives 1767 1796 1823
False negatives 115 126 266

Precision 78.73% 87.72% 95.08%
Recall 64.72% 61.35% 17.79%

in the features denote nodes in scene B and neighbourhood
size). In order to generate mutually consistent associations it
is necessary to define features, over the cliques, that relate
the hidden states in the CRF to each other.

Pairwise distance: This feature measures the consistency
between the associations of two hidden states xi and xj

and observations zA,i, zA,j from scene A and multiple
observations zB,k and zB,l in scene B:

fpair(i, j, k, l, zA, zB) =

‖‖zA,i − zA,j‖ − ‖zB,k − zB,l‖‖
σ

(9)

E. Loop closure acceptance

We use the CRF-Matching stage over the loop closing
candidates provided by the BoW stage. Then, we compute
the negative log-likelihood (Λ) from the MAP associations
between the scene in time t, against the loop closing can-
didate in time t′, Λt,t′ , and the scene in t − 1, Λt,t−1. We
accept the loop closing only if Λt,t′ ≤ Λt,t−1, where Λt,: is
normalised by the number n of graph’s nodes of the scene
in time t.

V. EXPERIMENTS

We have evaluated our system with the public datasets
from the RAWSEEDS Project1. The data were collected by
a robotic platform in static and dynamic indoor, outdoor and

1RAWSEEDS is an European FP6 Project, http://www.rawseeds.
org

TABLE IV
INDOOR DATASET, α− = 15%, α+ = 60%

BoW BoW + EC BoW + CRF-Matching
True positives 224 208 158
False positives 221 161 4
True negatives 1295 1355 1512
False negatives 16 32 82

Precision 50.34% 56.37% 97.53%
Recall 93.33% 86.67% 65.83%

TABLE V
OUTDOOR DATASET, α− = 15%, α+ = 60%

BoW BoW + EC BoW + CRF-Matching
True positives 114 84 18
False positives 43 6 0
True negatives 1874 1911 1917
False negatives 248 278 344

Precision 72.61% 93.33% 100%
Recall 31.49% 23.20% 4.97%

TABLE VI
MIXED DATASET, α− = 15%, α+ = 60%

BoW BoW + EC BoW + CRF-Matching
True positives 208 165 113
False positives 25 4 0
True negatives 1799 1820 1824
False negatives 118 161 213

Precision 89.27% 97.63% 100%
Recall 63.80% 50.61% 34.66%

mixed environments. We have used the data corresponding
to the Stereo Vision System with 18cm of baseline. These
are b/w images (640x480 px) taken at 15 fps. We used 200
images uniformly distributed in time, from a static mixed
dataset, for training the vocabulary for BoW and for learning
the weights for CRF-Matching. Afterwards, we tested the
whole system in three datasets: static indoor, static outdoor
and dynamic mixed. The four datasets were collected on
different dates and in two different campus. Refer to the
RAWSEEDS Project for more details.

In order to learn the weights for the CRF-Matching, we
obtained the SURF features from the right image in the
stereo system and computed their 3D coordinates. Then, we
ran a RANSAC algorithm over the rigid-body transformation
between the scene at time t and the scene at time t−δt. The
results from RANSAC were our labels. Since the stereo sys-
tem has high noise in the dense 3D information, we selected
δt = 1/15s. Thus, we obtained a reliable enough labelling
for the training. Although this automatic labelling can return
some outliers, the learning algorithm has demonstrated being
robust in their presence. The weights obtained suggest that
the most relevant features in CRF-Matching are fSURF and
fpair. The smallest weights are given to the third value of
fPCA and to fcurv, but even so, these features play a valuable
role in the effectiveness of the algorithm.

The online system can run at 1 fps. Extracting SURF
features is usually done in 0.21s per image, whereas running
the BoW algorithm and maintaining the inverted file takes
28ms on average. Per each candidate evaluation, the CRF
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(a) Corridor

(b) Library

(c) Library, zones with 3D information

Fig. 3. Two of the challenging cases that both the epipolar constraint and
the CRF-Matching mismatch in the indoor dataset.

stage takes, on average, 0.3s computing the features and
0.15s in the inference process.

A. CRF-Matching vs Epipolar constraint

We have compared the CRF-Matching algorithm we pro-
pose against a common approach for rejecting outliers, based
on epipolar geometry. This epipolar constraint consists in
calculating the fundamental matrix (by using the 8-point
algorithm [20]) between the images matched by a loop clo-
sure candidate. This checking is passed if a well conditioned
fundamental matrix can be obtained.

In order to show the improvements of our CRF stage
over the epipolar constraint, we have first computed the loop
closing candidates from the BoW with α− = 0 and α+ =∞
(i.e. BoW does not filter out any candidate). Then, we have
computed the candidates accepted by the epipolar constraint
and the CRF-Matching. The results are shown in Tables I,
II and III. In every case, we can see that the precision of
the CRF-Matching is better than the one of the epipolar
constraint. On the other hand, the recall is punished by the
strictness of the CRF-Matching.

In the static indoor dataset, Table I, the false positives that
result after the CRF-Matching are due to perceptual aliasing,
as we show in Fig. 3. Note that the scene in Fig. 3(b) could
be solved with another baseline in the stereo system. In Fig.
3(c) we show the zones where we have 3D information for

Fig. 4. The mismatch that both the CRF-Matching and the epipolar
constraint accept in the dynamic mixed dataset. Note that these scenes seem
specular images.

Fig. 5. The epipolar constraint mismatches these scenes in the dynamic
mixed dataset. CRF-Matching, on the contrary, correctly rejects it.

the scene in Fig. 3(b) with the baseline given. With a greater
baseline there would be reliable 3D information of the book
shelf at the end of the hall.

The static outdoor dataset, Table II, does not present false
positives after the CRF-Matching, but it has a low recall,
2.49%. This also occurs because the baseline of the stereo
system used is not able to capture enough 3D information.
Therefore, the SURF features of distant objects are hardly
included in the graph.

The only false positive obtained after the CRF-Matching
in the dynamic mixed dataset, Table III, is a case of specular
symmetry (Fig. 4). In contrast to Fig. 3(c), these scenes have
enough 3D information but the CRF-Matching fails because
all the geometric information used is relative, not able to
discriminate between specular scenes. In this case, both CRF-
Matching and the epipolar constraint are not able to detect
the mismatch without some additional checking. However,
CRF-Matching succeeds in other cases where the epipolar
constraint does not, such as the scenes in Fig. 5.

B. Our system

In the previous section we compared the effectiveness of
our method against an epipolar constraint. We have also
checked how these methods work in our whole system.
For that, we selected the working values α− = 15% and
α+ = 60%. We have set these parameters by observing their
effect on the precision-recall curves achieved by the BoW
algorithm on its own in the datasets tested (see Fig. 6). Since
these datasets are fairly heterogeneous, we think these values
can work well in many situations. It might depend on the
datasets and the vocabulary size, though.

Tables IV, V, VI show the results when applying α− and
α+. If we compare the BoW column in Tables I, II and III
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Fig. 6. Precision and Recall of BoW in each dataset, along with the
working values of α+ and α−.

with that in Tables IV, V and VI, we see that the increase
in precision is always greater than the decrease in recall.
This indicates that thresholds α− and α+ improve efficacy
besides efficiency. In addition, if we look at false positives
in Tables III and VI, we see that the mismatch shown in
Fig. 4 disappears. This is due to α− along with the temporal
consistency imposed by the BoW algorithm. We can also
check how well our proposed combination of BoW and CRF-
Matching works: both precision and recall improve in the
BoW + CRF-Matching column in all the cases when using
α− and α+.

The precision of our system is 100% in the outdoor and
mixed datasets, and 97.53% in the indoor dataset due to
those cases shown in the Fig. 3. If we check the chart in
Fig. 6, we see than by adjusting α− to a certain value,
we would eliminate the false positives in the indoor dataset.
This is generally true for any dataset; however, this would
involve calculating a specific threshold for every dataset. In
addition, increasing α− always involves a trade off with
recall. Our system exhibits a good recall in static indoor and
dynamic mixed datasets, 65.83% and 34.66% respectively.
And, although the recall is low in the static outdoor dataset
(4.97%), our system detects the biggest loop closures (see
Fig.7(b)).

In Fig. 7 we can see that our system with CRF-Matching
removes most of the mismatches made by BoW. The indoor
dataset (Fig. 7(a)) is especially challenging, since it presents
several similar-looking corridors, so there is perceptual alias-
ing. In this case, the epipolar constraint can only reject a few
cases, whereas the CRF-Matching algorithm discards most
of them, only those from Fig. 3 pass. In total, our system
with CRF-Matching yields 4 mismatches in three datasets
with hundreds of meters, as compared the use of epipolar
constraint, that result in 171.

Since our system improves the precision, with a lot of the
loop closings detected, we can say that this outperforms the

epipolar constraint.

VI. CONCLUSIONS AND FUTURE WORK

We have presented a system that uses together a bag-of-
words algorithm and conditional random fields to robustly
solve the place recognition problem. Our results have shown
that the CRF-Matching algorithm outperforms the classical
epipolar constraint to verify loop candidates, especially under
perceptual aliasing conditions. CRF-Matching is more robust
since it uses 3D information (either provided by stereo
vision, range scanners, etc), whereas epipolar geometry can
be applied on a single image. However, CRF-Matching is
also able to fuse any other kind of information, such as
image colour, with ease. In addition, our whole system
has proved very successful on several indoor, outdoor and
dynamic environments.

Immediate future work consists in extending our system
for robust cooperative multi-robot SLAM. In the longer run,
we believe that CRF-Matching alone can be very robust for
place recognition, and furhermore it is not specific of visual
sensors like the bag-of-words technique. Reducing its com-
putational cost, currently linear, will allow the technique to
be used in the relocalisation problem, and also to tackle other
field applications of interest where 3D sensor information can
be obtained, such as underwater applications using Synthetic
Aperture Sonar.
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