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Abstract—We present a novel way to learn sampling distributions for sampling-based motion planners by making use of expert data. We learn an estimate (in a non-parametric setting) of sample densities around semantic regions of interest, and incorporate these learned distributions into a sampling-based planner to produce natural plans. Our motivation is that certain aspects of the workspace have a local influence on planning strategies, which is dependent both on where, and what, they are. In the event that learning the density estimate of the training data is impractical in the original feature space, we utilize a non-linear dimensionality-reduction technique and perform density estimation on a lower-dimensional embedding. Samples are then lifted from this embedded density into the original feature space, producing samples that still well approximate the original distribution.

A goal of this work is to learn how various features in the environment influence the behavior of experts - for example, how pedestrian crossings, traffic signals and so on affect drivers. We show that learning sampling distributions from expert trajectory data around these semantic regions leads to more natural paths that are measurably closer to those of an expert. We demonstrate the feasibility of the technique in various scenarios for a virtual car-like robotic vehicle and a simple manipulator, contrasting the differences those of an expert. We demonstrate the feasibility of the technique in various scenarios for a virtual car-like robotic vehicle and a simple manipulator, contrasting the differences those of an expert.

II. VEHICLE PLANNING

Using RRTs for vehicle-planning has been explored by numerous authors [11][12]. RRTs are appealing as their computational cost and complexity, for vehicles in $\mathbb{SE}(2)$, is relatively low. However, the paths generated by the RRT are only constrained by the collision-checker - if a given configuration is returned as collision-free, the algorithm assumes that it is a valid node. This may be undesirable (consider a vehicle being oriented perpendicular to oncoming traffic in an intersection), and we therefore seek a better informed sampling distribution around pertinent features.

We assume that the trajectories generated by a human operator incorporate an underlying probability distribution that is implicitly better to sample from regularly. As a motivating example, consider Figure 1 which shows a common scenario in the driving domain - a traffic circle. Trajectory data $D = \{D_1, \ldots, D_n\}$ was recorded from the manual operation of a virtual vehicle around the traffic circle, depicted in Figure 1, where each trajectory $D_i$ consists of positional, directional, and speed data:

$$D_i = \{x, y, \Theta, |v|\}$$

where $x = \{x_1, \ldots, x_{|D_i|}\}$, and similarly for $y$, $\Theta$ and $|v|$. The overhead view of a sub-sampled set of this data is depicted in Figure 2(a), which also shows the $\langle x, y, \Theta \rangle$ components of the data (b).

It is apparent from the data that the presence of the traffic circle influences driving behavior around it, and we seek to learn about this influence. Ideally we would like to generate samples for our probabilistic planner by sampling from:

Note: This example assumes a left-handed driving convention.
Fig. 1: A typically encountered scenario in the driving domain - a traffic-circle (a). Also depicted is a set of trajectories around the circle obtained from recording data of a virtual vehicle under expert control (b).

Fig. 2: The overhead view of a sample dataset, (a) drawn from the set of training data, $D$, around the traffic-circle shown in Figure 1. [0, 0] represents the traffic circle centre. (b) represents a 3D view of the same data.

$$p(x, y, \Theta, |y| | D)$$

(2)

However, as can be seen from Figure 2, the distribution we seek to learn is complex. Estimating the density with a conventional technique such as the Gaussian Mixture Model (GMM) requires estimating the number of mixtures, $k$, and performing model-averaging to compare the fits for different values of $k$. Using a non-parametric density estimation technique, the Infinite Gaussian Mixture Model (IGMM) allows us to learn the value for $k$ in a Bayesian setting.

By learning this Mixture Model, we can generate samples during planning that are more representative of what we have seen during training, leading to solutions more like those of the “expert”. The advantage of employing this method is that learning is done off-line - once we have a set of $n$ Gaussians $G \sim \{G_1, \ldots, G_n\}$ with appropriate weights $\pi = \{\pi_1, \ldots, \pi_n\}$: $\sum_{i=1}^{n} \pi_i = 1$ which approximate our distribution, generating $N$ representative samples is a simple procedure described in Algorithm 1.

We now turn to the inference of the weightings and parameters of the Gaussians in the mixing model.

### III. Learning the Sampling Distribution

There are numerous approaches to non-parametric density estimation, including Parzen windows, Dirichlet Diffusion Trees[13] and the Gaussian Process Density Sampler (GPDS)[14]. More conventional methods such as Parzen windows require estimation of a fundamental parameter of the distribution known as the bandwidth, whilst other estimation methods (such as the GPDS) are intended for estimation of very high-dimensional data. Non-parametric density estimation methods based on the Dirichlet Process allow for models of infinite complexity, whilst still being Bayesian and avoiding over-fitting - one example of which is the IGMM. We use the IGMM as implemented by Rasmussen [15] in order to learn the joint density. The IGMM allows for modeling highly-complex distributions, whilst still offering certain analytical advantages by utilising Gaussian distributions. A conventional Gaussian mixture model is defined as:

$$p(D | \mu_1, \ldots, \mu_k, s_1, \ldots, s_k, \pi_1, \ldots, \pi_k) = \sum_{i=1}^{k} \pi_i N(\mu_i, s_i^{-1})$$

(3)

where $k$ is the number of mixture components in the model, $\mu_1, \ldots, \mu_k$ represent the means of the Gaussian distributions used in the mixture, $s_1, \ldots, s_k$ represent the precisions, and $\pi_1, \ldots, \pi_k$ are the mixing coefficients. This model requires $k$ to be known a-priori (or estimated from the data via Maximum Likelihood or Expectation Maximisation), and this can limit the flexibility of the approach. The goal of the infinite mixture model is to place a prior allowing infinitely many mixtures over the classes, and then infer the correct number from the observed data. The assumption under the IGMM is that the observed data $D$ (the trajectory data in Figure 2) are generated by the following process:

$$D_{i,j} | c_j \sim N(\mu_{c_j}, s_{c_j}^{-1})$$

(4)

where $D_{i,j}$ indexes into the training data to give $\{x, y, \theta, |v|\}$ data at position $j$ in trajectory $i$. $c_j$ is an indicator variable denoting membership of tuple $D_{i,j}$ to mixing component $j$. Taking a Bayesian approach to the problem, the IMM places priors over the various elements of the Mixture Model and infers the number of mixture components (along with their associated means and precisions). The joint conditional distribution we seek to learn is:

$$p(\mu, s, \pi | D) \propto p(D | \mu, s, \pi) p(\mu, s, \pi)$$

(5)

where $\mu$ are the component means, $s$ are the precisions and $\pi$ are the mixing components. The means are given a multivariate Gaussian prior:

$$\mu_i \sim N(\lambda, r^{-1})$$

(6)

The hyperparameters $\lambda$ and $r^{-1}$ are common to all components, and are initialised with vague Normal and

---

**Algorithm 1 Sampling from a mixture model**

1: procedure SAMPLEFROMMM(N)
2: \( \pi_n = \text{buildCumulativeDensity}(\pi) \)
3: for \( i = 1 : N \) do
4: \( r \leftarrow \text{Random}(0, 1) \)
5: \( \pi_i \leftarrow \arg \min_{i \leq N} \left( \sum_{i=1}^{j} \pi_s(i) \geq r \right) \)
6: \( s_i \leftarrow \text{sampleGaussian}(G_i) \)
7: end for
8: end procedure
Gamma priors:

\[ p(\lambda) \sim N(\mu_y, \sigma^2_D) \quad (7) \]
\[ p(r) \sim G(1, \sigma^{-2}_D) \quad (8) \]

where \( \mu_D \) and \( \sigma^2_D \) are the mean and variance of the trajectory data we have observed. The conditional distribution of the hyperparameters (taking Equation 3 as the likelihood term) can be shown to be:

\[ p(\lambda | \mu, r) \sim N(\mu_y, \sigma^2_D) \quad (9) \]
\[ p(r | \mu, \lambda) \sim G(1, \sigma^{-2}_D) \quad (10) \]

The precisions are given Wishart priors:

\[ p(s_i | \beta, w) \sim Wishart(\beta, w^{-1}) \quad (11) \]

where again \( \beta \) and \( w \) are common hyperparameters, described by the following Gamma and Wishart distributions:

\[ p((\beta - d + 1)^{-1}) \sim G \left( \frac{1}{d}, 1 \right) \quad (12) \]
\[ p(w) \sim Wishart(1, \sigma^2_D) \quad (13) \]

Where \( d \) is the dimensionality of the data, which in the case of the training data in Figure 2 is 4. Using Equation 11 as the likelihood term, the posterior conditional distribution for \( w \), using the conjugate properties of the Wishart, are again distributed Wishart. Unfortunately, the posterior conditional for \( \beta \) is not a standard distribution, however it is log-concave, and samples can be generated by Adaptive Rejective Sampling and then inverted to obtain samples for \( \beta \). The posterior conditional precisions are given by:

\[ p(s_i | c, D, \mu_i, \beta, w) \sim Wishart(\phi, \psi) \quad \text{where} \quad (14) \]
\[ \phi = \beta + n_j \]
\[ \psi = \frac{1}{\phi}(w\beta + \sum_i(D_i - \mu_j)^2)^{-1} \]

For a conventional mixture model, the mixing coefficients are assigned a Dirichlet prior:

\[ p(\pi_1, \ldots, \pi_k | \alpha) \sim Dirichlet \left( \frac{\alpha}{k}, \ldots, \frac{\alpha}{k} \right) \quad (15) \]

with a “concentration” parameter \( \frac{\alpha}{k} \). In the infinite case, only a certain proportion of components will have training data associated with them, and these are termed the “represented” components. In order to avoid working with an infinite number of mixing weights, the joint conditional over the latent indicator variable \( c \) is introduced, defined by:

\[ p(c_1, \ldots, c_n | \pi_1, \ldots, \pi_k) = \prod_{i=1}^{k} \pi_i^{n_i} \quad (16) \]

where \( n_i \) is the number of tuples associated with component \( i \). It is then possible to integrate out the mixing weights, so that the indicators are only dependent on \( \alpha \):

\[ p(c_1, \ldots, c_n | \alpha) = \frac{\Gamma(\alpha)}{\Gamma(N + \alpha)} \prod_{i=1}^{k} \frac{\Gamma(n_i + \frac{\alpha}{2})}{\Gamma(\frac{n_i + \alpha}{2})} \quad (17) \]

where \( N = |D_{i=1:|D|}| \) is the total number of training tuples. This allows for the inference of finitely many indicator variables as opposed to an infinite number of mixing weights. Because exact inference of the posterior distributions is infeasible, Gibbs sampling will be used to generate samples. We have already generated the conditional distributions for \( \lambda, r, s, w, \beta \), and therefore it only remains to obtain the conditional posterior of each indicator in turn, keeping all other indicators fixed:

\[ p(c_i = j | c_{-i}, \alpha) = \frac{n_{-i,j} + \frac{\alpha}{2}}{n - 1 + \alpha} \quad (18) \]

where \( c_{-i} \) indicates all indicator variables except \( i \), and \( n_{-i,j} \) is the number of tuples that are associated with component \( j \) apart from tuple \( i \). As \( k \to \infty \), the conditional prior over \( c_n \) will produce:

\[ p(c_n = j | c_{-n}, \alpha) = \frac{\alpha}{n - 1 + \alpha} \quad (19) \]

for the represented components (those components with data associated) and:

\[ p(c_n = j | c_{-n}, \alpha) = \frac{n_{-n,j}}{n - 1 + \alpha} \quad (20) \]

for the unrepresented components where \( c_n \) is the indicator for mixture \( n \). The entire Gibbs sampling strategy for the IMM can be summarized by Algorithm 2[16].

We would like our samples from our Gibbs sampler to be distributed i.i.d given the distribution, however because of the Markovian property of the sampling chain, we have to ensure that the chain has “mixed” well. A common measure of estimating the mixing state of the chain is to plot the autocovariance of various parameters of the model. For the semantic distributions learned, mixing seemed to occur within the first 1000 samples (spaced equally 10 samples apart) from the chain. We then use 100 samples equally spaced throughout the posterior to approximate the distribution - see Rasmussen for the full implementation and [16] for an extended discussion on the IGMM.

Once we have obtained our 100 independent samples from the posterior, we can form the probability distribution from which we can generate samples for a probabilistic planner. Running the IGMM on the circle dataset and extracting one data associated with them, and these are termed the “represented” components. In order to avoid working with an infinite number of mixing weights, the joint conditional over the latent indicator variable \( c \) is introduced, defined by:

\[ p(c_1, \ldots, c_n | \pi_1, \ldots, \pi_k) = \prod_{i=1}^{k} \pi_i^{n_i} \quad (16) \]
Algorithm 2 Gibbs sampling for the IMM
1: procedure GIBBS(numSamples)
2: for sample in numSamples do
3:     for n ∈ N do
4:         Sample indicators c_n, according to 19 and 20.
5:     end for
6:     Update k_rep (# represented mixtures)
7:     for k ∈ k_rep do
8:         Update n_j, the indicator count of mixture j
9:         Update weights π_j = \frac{n_j}{n}
10:        Update unrepresented weights π = \frac{n}{n+ν}
11:     end for
12:     for k ∈ k_rep do
13:         Sample μ_j ∼ p(μ_j | c, D, s_j, λ, r)
14:         Sample s_j ∼ p(s_j | c, D, μ_j, β, w)
15:     end for
16:     Update hyper-parameters:
17:         Sample λ ∼ p(λ | μ, γ)
18:         Sample γ ∼ p(γ | μ, λ)
19:         Sample w ∼ p(w | s, β)
20:         Sample β ∼ p(β | s, w)
21: end for
22: end procedure

Fig. 3: The circle dataset from Figure 2 as approximated by a modal sample from the IGMM posterior of 23 guassians.

Fig. 4: Observed data D around/through an intersection, as viewed over x and y. This dataset exhibits a distinctly manifold structure, and as such the IGMM has difficulty estimating the density.

A. Locally-Linear Embedding

LLE attempts to compute a low-dimensional embedding from a high-dimensional input space such that nearby points in the input space remain co-located in the low-dimensional embedding. We seek to map our training data D, consisting of n = |D| input points from \( \mathbb{R}^d \) to some embedded dimenson \( \mathbb{R}^{d'} \). The procedure for LLE is as follows:

1) For each data tuple \( t_i = (x, y, \theta, v) \) (of n such tuples), k nearest neighbors are selected, measured by some metric \( \rho \) (typically Euclidean distance)
2) The reconstruction weights (the weights required to reconstruct the datapoint from its neighbors) are calculated as follows:

\[
E(w) = \arg \min_w \sum_{i=1}^{n} (t_i - \sum_{j=1}^{k} w_{ij}t_j)^2
\]  (21)

This cost function is minimized for each datapoint in the input space, subject to the constraints that only the k-nearest neighbors of \( t_i \) are used. Saul et al. note that the weights for each point are invariant to translations, rescalings and rotations relative to its neighbors.

3) The final step of the algorithm is to generate the low-dimensional embedding. This is accomplished by choosing the d-dimensional coordinates of each output point \( y_i \) to minimize the embedding cost function:

\[
y = \sum_i (y_i - \sum_j w_{ij}y_j)^2
\]  (22)

This is analogous to Equation 21, except that now the weights are held fixed, and the optimization proceeds over the outputs y.

The only free parameters of the algorithm are the desired embedding dimension, and the number of nearest neighbors in Step 1 of the algorithm. The embedding dimension of the data can be estimated by maximum-likelihood, and the
parameter $k$ by a simple discrete search. The advantage of LLE is that the process can be readily reversed. We follow the method proposed by Wang et al. [18] whereby the weights for some newly-synthesized datapoint $z$ in feature-space are recalculated according to:

$$E(w) = \arg \min_w \sum_{i=1}^{N} (z - \sum_{j=1}^{k} w_{ij} y_j(z))^2 \quad (23)$$

where $y(z)$ are the closest neighbors (in the original dataset) for the new point $z$ in the embedding. This is essentially the reverse of Step 1 of the LLE algorithm. The new tuple in input space $\hat{t}$ is then generated by:

$$\hat{t} = \sum_{j=1}^{k} w_{j} t_j(z) \quad (24)$$

where $t(z)$ are the high-dimensional input tuples corresponding to the $k$-neighbors in the embedding. This simple procedure allows us to generate new data in the feature space that is representative of the original training data, however it does make various assumptions about the manifold in input space - we assume that our newly synthesized data are well approximated by their neighbors in input-space and that the manifold varies smoothly. In practice the newly generated data are a good approximation to the training data.

We now apply this dimensionality reduction and reprojection technique to the intersection dataset in Figure 4. The ML estimate for the intrinsic dimension of this data was $\approx 2$, and the associated embedding - with 7 nearest neighbors - is depicted in $\mathbb{R}^2$ by Figure 5 (henceforth known as the Bolshoi embedding).

![Fig. 5: The resultant embedding produced in $\mathbb{R}^2$ after running LLE on the intersection dataset (Figure 4) with $k = 7$ nearest neighbors(a). (b) depicts a newly synthesized feature-space dataset (shown in red) overlaid with the original embedding (shown in (a)) after running the IMM in $\mathbb{R}^2$. As can be seen, the generated samples are a good representation of the embedding.](image)

We then implement the IGMM in this low dimensional embedding to produce the density estimate. Figure 5(b) shows 1000 samples generated from the posterior IGMM estimate of the density in $\mathbb{R}^2$ overlaid on the original embedding, with Figure 6 comparing the original dataset (a) and the newly synthesized dataset in input space (b).

![Fig. 6: A comparison of the original data (a), against the newly synthesized input-space dataset after performing the lifting from feature space into the input space (b).](image)

**Algorithm 3 Semantic-field based RRT Algorithm**

1: Run Algorithm 2 offline to obtain GMM estimate.
2: procedure GENERATE_SF_RRT($x_{init}, K, \Delta t$)
3: \hspace{1cm} $T.init(x_{init})$
4: \hspace{1cm} for $k \leftarrow 1, K$ do
5: \hspace{1.5cm} $x_{rand} \leftarrow \text{SampleFromMM}(1)$; \hspace{0.5cm} $\triangleright$ Alg. 1
6: \hspace{1.5cm} $x_{near} \leftarrow \text{NEAREST_NEIGHBOR}(x_{rand}, T)$
7: \hspace{1.5cm} $u \leftarrow \text{SELECT_INPUT}(x_{rand}, x_{near})$
8: \hspace{1.5cm} $x_{new} \leftarrow \text{NEW_STATE}(x_{near}, u, \Delta t)$
9: \hspace{1.5cm} $T.add\_vertex(x_{new})$
10: \hspace{1.5cm} $T.add\_edge(x_{near}, x_{new}, u)$
11: \hspace{1cm} end for
12: return $T$
13: end procedure

We do not have direct access to the weights $\pi$ of the mixture model, so instead we sample according to $\frac{N}{N}$ which is the proportion of samples for each mixture as a fraction of all the training samples. If we have learned the distribution exactly in the high-dimensional space, then generating samples according to Line 5 in Algorithm 3 proceeds as in Algorithm 1. If instead we have been required to learn the density in some lower-dimensional embedding, we sample from the set of Gaussian mixtures in the lower space according to Algorithm 1, and then use the training data to lift them into the input-space at run-time via Equations 23 and 24.

**VI. RESULTS**

The concept was tested on a standard planning task, generating trajectories for a planar vehicle in $\mathbb{SE}(2)$ in addition to a manipulator task. We show that in both cases, the paths produced by the semantically-biased planner are more similar to the expert paths than the conventional RRT solutions.
A. Speed profiling

As we have learned the distribution over \((x, y, \Theta, |v|)\) data for the SE2 task, we can easily obtain the speed profiles of the resultant solution path. This is done by evaluating the posterior distribution conditioned on the nodes in the tree:

\[ p(|v| \mid x, y, \Theta) \]  

(25)

for each \((x, y, \theta)\) tuple in the RRT. Once we have run the IGMM, we can readily extract the velocity profiles from the conditional distributions of each node. Figure 7 shows the conditional distribution for one of the nodes in the final path.

Fig. 7: Conditional distribution \(p(|v| \mid x, y, \Theta)\) for one of the nodes in the resultant path. We calculate the expectation of this distribution to give the resultant speed.

Visible from Figure 7 are the contributions from various mixtures in the mixture model. To obtain the desired speed \(s\) for a node parameterized by \(x_i, y_i, \theta_i\) in the solution path, we calculate the expectation of this conditional distribution:

\[ s = E[p(|v| \mid x_i, y_i, \theta_i)] \]  

(26)

An illustration of the speed profiles for one of the test runs is shown in Figure 9.

B. Path generation

1) Vehicle planning: Using the semantically-biased planning technique, a number of \((\text{start}, \text{goal})\) queries were solved for the circle dataset. Figure 8 contrasts the paths obtained by conventional RRT methods (green) against those obtained with a semantically-biased tree (blue) for a single \((\text{start}, \text{goal})\) instance:

Fig. 8: A comparison of standard RRT solutions to the traffic circle problem (green) and the semantic-field based solutions (blue) with ground-truth data (shown in red) transitioning from a start state at \([50, 0]\) to a goal state at \([-50, 0]\).

We can again condition on the final path to obtain the speed profile for the resultant solution path. Figure 9 shows the resultant speed profile for one of the semantically-biased solutions shown in Figure 8.

Fig. 9: Speed profile for one of the semantic-field solutions to the planning query as shown in Figure 8. This speed profile is representative of how the model was trained: the entry into the traffic circle was relatively high, with a low constant speed until the exit.

2) Manipulator planning: The process was also validated on a manipulator-planning problem for a standard platform, the Puma 560. Using the Robotics Toolbox developed by [19] an illustrative obstacle-avoidance problem was formulated. Shown in Figure 10(a) below is the initial setup for the task, with the goal being to move the end-effector from the initial position to the goal position (marked in green) over the top of the obstacle:

Fig. 10: Problem setup for the manipulator task. The goal is to move the end-effector from the start position (shown in (a)) to the end-location (denoted by the green marker) over the top of the obstacle (shown in grey). An expert solution is shown in (b).

Figure 10(b) shows one of the training instances as demonstrated by the “expert”. 10 such runs were obtained, and a density estimate was obtained using the IGMM. The performance of the semantically-biased planner was compared against a standard RRT solution, as shown in Figure 11, which depicts the semantically-biased solutions (blue) against the standard RRT solutions (green). As can be seen, the semantic solutions are more similar to the expert paths than those of the standard RRT.

C. Analysis

In order to compare the solutions obtained with different planning strategies, we require a metric that can meaningfully compare trajectories with differing scales and lengths. Dynamic Time Warping (DTW)[20] is a signal-analysis technique for comparing signals with differing offsets and
component shapes. Given two data series, $x \in (x_1, \ldots, x_N)$ and $y \in (y_1, \ldots, y_N)$, the overall distortion between the two signals $D(x, y)$ is based on a sum of local distances between elements $d(x_i, y_i)$. Any alignment warping $\Phi$ aligns the two sequences with a point-to-point mapping $\Phi = (\Phi_x, \Phi_y)$ with length $K_\Phi$:

$$x_{\Phi_x}(k) \leftrightarrow y_{\Phi_y}(k), \quad 1 \leq k \leq K_\Phi$$  

(27)

This is a minimization problem:

$$D_\Phi(x, y) = \min_{\Phi} \frac{1}{K_\Phi} \sum_{k=1}^{K_\Phi} d(x_{\Phi_x}(k), y_{\Phi_y}(k))$$  

(28)

that can be solved with a dynamic-programming approach, given end-point constraints and one for monotonicity. We can therefore use DTW to calculate the minimum distance between two signals, and use it as a criteria for comparing planned paths with the ground-truth data (paths observed from a human expert). Table I compares the average distances (measured by DTW) of 10 RRT and semantic-field solutions to a ground-truth trajectory for the problem shown in Figure 8:

**TABLE I: Path distances to ground-truth: SE2 problem**

<table>
<thead>
<tr>
<th>Planner Type</th>
<th>Mean Distance to ground truth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Semantic Field</td>
<td>0.11</td>
</tr>
<tr>
<td>Conventional RRT</td>
<td>0.48</td>
</tr>
</tbody>
</table>

This confirms our intuition that we can use expert data to teach an RRT to plan in a way akin to humans. Implicitly in this paper we have produced a framework capable of learning arbitrary sampling policies with no need for *a-priori* parameterization.

**VII. CONCLUSION**

We have presented a novel approach to learn sampling distributions for stochastic motion planners. By utilizing a non-parametric approach to density estimation around pertinent features, we can learn approximating distributions and incorporate these distributions into an RRT to produce natural paths. In the event that the input space is an over-parameterization of the data, we use a dimensionality reduction technique in order to perform density estimation in the implicit dimension of the data. It is apparent that incorporating semantic information leads to more natural paths that are similar to those we have observed under expert control, and we assume this technique will be effective in other planning related scenarios.
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