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Row-detection on an agricultural field using omnidirectional camera.

Stefan Ericson and Bjorn Astrand

Abstract— This paper describes a method of detecting par-
allel rows on an agricultural field using an omnidirectional
camera. The method works both on cameras with a fisheye
lens and cameras with a catadioptric lens. A combination of an
edge based method and a Hough transform method is suggested
to find the rows. The vanishing point of several parallel rows
is estimated using a second Hough transform. The method is
evaluated on synthetic images generated with calibration data
from real lenses. Scenes with several rows are produced, where
each plant is positioned with a specified error. Experiments
are performed on these synthetic images and on real field
images. The result shows that good accuracy is obtained on the
vanishing point once it is detected correctly. Further it shows
that the edge based method works best when the rows consists
of solid lines, and the Hough method works best when the rows
consists of individual plants. The experiments also show that
the combined method provides better detection than using the
methods separately.

I. INTRODUCTION

Mobile robots for use on an agricultural field require reli-
able sensors for both localization and perception. Today, one
of the most common used sensors for agricultural machinery
is the RTK-GPS. It is mainly used as position measurement
for tractor autopilots, where the farmer can drive in straight
rows with minimum of overlap between rows. It is also used
on autonomous agricultural robots but only for research.
The drawbacks of the RTK-GPS are the dropouts and the
requirement of clear view of the sky. The cost has also
mentioned as an issue, but promising work shows a way of
building low-cost RTK-GPS using open source library [1].

The use of cameras for localization has been seen more
as a complementary method to GPS. However, advantages
of using camera are that it can be used for simultaneously
localization and mapping (SLAM) and obstacle avoidance. It
could also provide low-cost system. In the case of navigation
on an agricultural structured field, one of the most important
tasks is to keep track of the rows and to separate the crops
from weed and soil. Several agricultural robots has been
presented in the literature, some navigating using only GPS
[2], others with vision [3], [4], [5], and some with sensor
fusion between several sensors [6]. In [7] a mobile robot
for automated weed control is presented where perspective
cameras are the main sensor. In own previous work [8]
a mobile robot was presented using row-following from
perspective camera and visual odometry for navigation. Fig.
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1 shows the mobile robot on a row-structured agricultural
field.

Fig. 1: Mobile experimental robot on a row-structured agri-
cultural field

The vision guided robots introduced so far have used
perspective cameras. There are several advantages of using
an omnidirectional camera instead. First more and longer
rows can be captured, i.e. more robust to weed pressure
and missing crops and rows. Second, it sees plants beside
the robot which may give better estimate of alignment error.
Finally it sees behind the robot which gives the opportunity
to achieve better row-guidance at end of row, and enables
monitoring of field operations. Among the omnidirectional
cameras there are both cameras with catadioptric lens and
with fisheye lens. The major difference is the range of
azimuthal view. A fisheye lens starts from zero which means
it sees straight ahead, and end somewhere above 90°. The
catadioptric lens on the other side cannot see straight ahead
due to its construction, but it has a wider range above
90°. The image analysis on omnidirectional images can be
categorized in two groups, those who require the image to
be unwrapped and those who are applied directly on the
omnidirectional image. The unwrapping is a time consuming
process and for real-time applications on a mobile robot the
latter is to prefer. The algorithms used in this work do not
need the images to be unwrapped.

Successful work on omnidirectional images has recently
been presented in [9] where lines vertical to the camera is
extracted. A SIFT-like descriptor is used for matching and
tracking these lines between frames. This method is used for
localization of a mobile robot [10], and it provides accurate
heading information as well as translation. A drawback of
the system is that it does not deal with tilt. In an agricultural
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scene the robot is moving in uneven terrain and the tilt is
required to estimate the position of the row. Further more
only a few lines can be expected to be radial to the camera
on a field consisting of parallel rows. At the beginning of
a row there will be one line ahead of the robot and while
driving along a row, radial lines can be found in front and
behind the robot. This is too few lines and hence this method
is not suitable for this application.

In [11] the authors present a novel edge-based method to
find lines and further rectangles in catadioptric images. The
lines are extracted using edge detection on a grayscale image.
All connected edge points are grouped, and the endpoints are
found. Lines shorter than a specified threshold are rejected.
The authors use a method where the points are mapped via
a sphere. In that way all straight lines in the omnidirectional
image can be represented by a great circle on the sphere.
Each line is then splitted so all points on the same line can
be projected on one great circle. The last step in the algorithm
is to merge all lines which can be represented by the same
great circle. This method is applied in finding the attitude
of an UAV [12] and to navigate in urban environment by
finding and tracking the vanishing point [13]. However, this
method requires well defined edges, consisting of connected
edge points in the direction of the lines.

In an agricultural scene the rows consist of single plants
placed on a line with different distance. Plants close to the
robot, or in this case close to the camera, hold important
information about the robot’s position relative the row. In
this particular area the rows may not be viewed as solid,
rather as individual plants. The method presented in [11]
uses edge detection such as Canny for extracting line. This
method is expected to work in areas far away from the robot,
where the rows will be seen as solid lines. In the areas close
to the robot, the rows may only consist of the shapes of
the individual plants. In this area the Hough transform is
potentially better to use. A method for detecting lines in
catadioptric images using Hough transform is presented in
[14].

This paper contributes with a method of detecting parallel
rows on an agricultural field using an omnidirectional cam-
era. The rows can consist of either solid lines or individual
plants. Both catadioptric and fisheye lens are supported, and
the algorithm extracts the vanishing point which contains
information about both heading and tilt. This work evaluates
the two methods to find lines on agricultural scenes and
suggests a method that combines the Hough transform and
the edge method.

II. METHOD

This work differs from the work done in [11] in three
ways. First, the calibration of the omnidirectional camera
uses the Taylor model [15] which allows both catadioptric
and fisheye lenses. Second, a Hough transform step is added
to find rows consisting of individual plants. Finally a second
Hough transform is applied to find the vanishing point of the
parallel row structure.

A. Camera calibration

It is assumed that the camera uses a lens/mirror combina-
tion that provides a single effective viewpoint, which means
that all incoming rays can be modeled to intersect the center
point of a unit sphere. Then each ray can be represented by
a unit vector on this sphere as shown in Fig. 2. Further it is
assumed that the lenses and mirrors are symmetric and that
the sensor plane is perpendicular to the optical axis. In [16]
it is shown that both fisheye and catadioptric cameras can be
projected onto the image plane using two functions g and h
as shown in (1).
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where o > 0 is factor, u” is the point on sensor plane,

P” € R3*4 is projection matrix and X is the scene point. In
[15] a unified method to calibrate both fisheye and catadiop-
tric camera is presented. This is done by rewriting the two
functions (g and h) as one function g/h. By representing this
function with a Taylor approximation, the relation between a
scene point and a point in the sensor plane can be expressed
as shown in (2).
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where a,, is coefficients of the Taylor polynomials. The
advantage of using this representation is that it is valid for
both catadioptric and fisheye lenses. Hence the method can
be used for both types. The Matlab toolbox described in
[17] is used for the calibration procedure, which provides
the relation between an image point in pixels with a unit
vector from the single effective view point.

B. Row model

Rows in the scene can be represented by a plane cutting
the unit sphere in the camera model, i.e. each point on the
row can be expressed as a vector lying both on the plane
and the sphere. The plane can further be expressed by its
normal, which means each row can be expressed as this
normal. From here on normal is used for denoting the normal
vector perpendicular to the plane. Fig. 2 shows how a row of
plants is projected on the sensor plane and the corresponding
image.

C. Edge method

Crop rows far away from the camera will be viewed as
solid lines. Hence they can be modeled as lines which can
be detected with an edge method. This part is similar to
the method described in [11]. The first step is to apply
the Canny algorithm to the image. Then a mask is applied
to remove points not of interest. It can be structures from
camera mounting or points close to the edge of visible field.
Further each line is divided into sections where each section
can be represented by one normal vector on the unit sphere.
That means only points in the same direction are kept in one
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Fig. 2: Projection through the lens on to the sensor plane by
a unit sphere model.

line. Minimum line length is specified and line shorter than
this threshold is removed. The last step is a merging step
that merges lines describing the same row. The orthogonal
distance between all normals is calculated. Normals close
to each other, i.e. the distance is shorter than a specified
threshold, are considered to be the same normal. The new
normal is estimated by using singular value decomposition
of all points.

D. Hough method

The Hough method consists of a Hough transform fol-
lowed by a non linear optimization step. The original image
is used as input. Hence a separate mask can be used to
specify the area of interest. First a Gaussian smooth filter
is applied to reduce noise in the image. Then an adaptive
threshold is applied to produce a binary image, where
corresponding unit vectors can be calculated for each point.
The threshold is tuned to allow a certain number of points to
be selected. In this way the computation time of the Hough
transform can be controlled. The parameters selected for the
Hough transform is spherical coordinates of the normal to
the plane representing the rows.

cos(ipr) 17
3)
where 0 < ¢, < w and 0 < 6, < 2m. Let 7, =
[ny mny, n;]T denote the normal to the plane. Then the
points on a row will satisfy (4).

fip = [sin(pr)cos(6,) sin(py)cos(0;)

Ng - stn(p)cos(8) +ny - sin(p)cos(8) +n. -cos(p) =0 (4)

The size of the accumulator is kept small to increase the
processing speed. Experiments in this paper uses accumula-
tor of size 90 x 90. The accuracy of the normal describing the
plane is increased by applying a line fitting step as suggested
in [14].

E. Finding vanishing point

The vanishing point contains information about the head-
ing of the robot and also tilt. Similar to how points on a

row produce vectors that lies on a plane, several parallel
rows will produce normals that define a plane. Hence the
same method can be used to find the major direction of all
rows. The normal to the multiple planes will point out the
vanishing point in the image. The method used is the same as
the Hough transform used for finding normals representing
the rows. The number of rows is generally low which means
the second Hough transform will execute fast. The range of
o and 6 is selected to correspond to the range of expected
vanishing points. For the case with a mobile robot in an
agricultural field, the vanishing point is expected to be along
the horizon. Hence points too high in the sky are rejected.

The output from the second Hough transform is used as
input in a non linear optimization which gives the resulting
vector describing the vanishing point. Fig. 3 shows the vector
describing vanishing point, vectors describing the rows and
finally each individual point that is seen in the image plane.

Fig. 3: Normals and planes in unit sphere describing van-
ishing point(red) and rows (blue). Projections of individual
plants are marked in green.

F. Combined method

The combined method takes advantage of both edge
method and the Hough method by feeding the second Hough
transform with normals from both methods. These normals
are weighted according to how many points on the row that
have contributed to the normal. This leads to higher weight
for rows that were built from many points. For the edge
method this corresponds to longer connected edges, and for
Hough method the value in the accumulator, i.e number of
points contributing to the line. This step reduces the use of
the merging step in the edge method since two short lines
on the same great circle contributes to the same cell in the
second Hough transform. To adjust the balance between the
methods, a general weight w is applied, where 0 < w < 1.
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Then the normals are weighted according to (5).

W+ Medge for edge normals
ﬁcomb =
for Hough normals

&)
The weight w is determined by experiments and in this paper
0.7 is used.

(1 - ’lU) : ﬁhough

ITII. EXPERIMENTS

Experiments are performed on synthetic images to evaluate
algorithm performance and on real field images to validate
the result.

A. Hardware setup

The camera used for the experiment is a Prosilica
GC2450C, which provides images with 2540x2040 pixels.
It is connected using Gigabit Ethernet, and lens is of c-
mount type. Two different lenses are used, one fisheye
and one catadioptric. The fisheye lens is a FE185C057THA
from fujinon, and the catadioptric is a PAL-S25G3817-27C
from American Accurate Components, Inc. The camera is
mounted on a stand with the camera pointing downwards.
The camera and the two lenses are calibrated using multiple
chessboard images, and the calibration data is stored for use
in the generation of synthetic images.

B. Synthetic images

The synthetic images are generated by projecting rows
onto the sphere. The rows are specified by the distance
between rows and the distance between each individual plant.
The position of a plant is then projected onto the sensor plane
by using real calibration data from different lenses. A plant
is build of a model with four leaves. All plants in the image
are similar, i.e no scaling is applied. The camera position is
defined by setting the yaw, pitch and roll relative the plane
with the rows. From these two orthogonal vanishing point
is calculated, one along the rows, and one perpendicular to
the rows. Hence a true value for the vanishing point exists,
which will be used as reference to the estimated vanishing
point. Further, background noise is added to the image and a
circular mask is applied. Fig. 4 shows two synthetic images
with random yaw and pitch. One use calibration data from a
fisheye camera and the other from a camera with catadioptric
lens. The level of the background noise is 0.2 and 0.5.

There are three types of noise that can be added to the
images. First, there is background noise as mentioned above,
which is created by adding salt and pepper noise followed
by Gaussian filtering. Second there is a noise on the position
of each individual plant. It is introduced as an error in plant
distance or row distance. The latter affects how straight the
rows are. The last type of noise is created by adding plants
at random position. This corresponds to weed in agricultural
images.

(a) Fisheye lens (b) Catadioptric lens

Fig. 4: Synthetic images with different camera tilt and
background noise level.

(a) Fisheye lens

(b) Catadioptric lens

Fig. 5: Images of row structure on real field.

C. Evaluation on real field images

The methods are validated by using images from a real
field. Typical images are shown in Fig. 5. The green parts
of the image is used. The main difference from the synthetic
images is that these images have visible areas above the
field. This area has to be removed before the analysis, which
is done by tracing the boundary of the regions and then
calculate a mask from the result.

IV. RESULTS

A. Evaluation on synthetic images

Rows are detected in each image using both Edge and
Hough method. Fig. 6 and Fig. 7 show the result for a fisheye
image and an omnidirectional image. Rows detected by the
Edge method are marked in blue and by Hough method in
red. It can be seen that the Hough method captures the center
of the row while the edge method detects the two edge lines
of the row, i.e. row boundary.

First test evaluates the accuracy of estimated vanishing
point by calculating the angle between true value and the
estimated. This test is done on 100 randomly generated
images, where yaw, pitch and lens type are varied. Hence
both on fisheye and catadioptric images are used. The only
noise added is background noise with density 0.1. The plant
distance is low so almost solid lines are generated. The result
is shown in Table I. It shows that the mean error is very
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Fig. 6: Rows found in fisheye image. Edge (blue), Hough
(red).

Fig. 7: Rows found in catadioptric image. Edge (blue),
Hough (red).

small for correct found rows, so further experiments focus
on detection rate.

The second test evaluates sensitivity to different plant dis-
tance. The detection rate is calculated as the quote between
the number of correct rows found and total number of rows
found. The result is presented in Fig. 8 for fisheye image
and in Fig. 9 for omni image.

The notable result is that there is a major difference
between the different lens types. For fisheye lens, the best
result is obtained using the Hough transform, but for the
catadioptric lens the Edge method works best. This is due
to the shape of the rows in the images. It can be seen in the
images that a catadioptric lens captures more points close to
the vanishing point, and hence the rows are shown as solid
lines. For the fisheye lens the rows are better described as

TABLE I: Accuracy of estimated vanishing point.
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Fig. 9: Detection rate for omni image

individual plants, and hence Hough transform is better.

The last test on the synthetic images compares the two
individual methods to the combined method. Images are
generated randomly with different noise levels, lens types
and plant distance. Each image is evaluated using all three
methods. The result is presented as pass or fail, where it is
classified as pass if the estimated vanishing point is within
a certain distance from the reference. The amount of noise
added is high which gives a lot of failures. Table II shows
the result.

TABLE II: Comparasion between methods.

Moan orror | Max error | Variance Edgel method Hough method Combinpd method
(103 rad) | (103 rad) 10-8 (failures) (failures) (failures)
Egde method 0.12 1.8 79 Fisheye lens 30 18 15
Hough method 0.036 0.17 0.13 Omni lens 27 48 23
Combined method 0.029 0.35 0.23 [ Sum I 57 [ 66 38

4986




B. Evaluation on real field images

The result from the test on real field images is shown
in Fig. 10 and Fig. 11. Rows are found with both edge and
Hough method in the fisheye image. In the catadioptric image
no edge lines are found. The Hough transform provides two
candidates of vanishing point, where one i aligned with the
row structure, and the other is rejected. These images also
shows that there is a small error in the calibration since the
curvature of the lines is too small.

Fig. 10: Lines found in fisheye image. Edge (blue), Hough
(red).

Fig. 11: Line found in catadioptric image. Edge (blue),
Hough (red).

V. CONCLUSIONS AND FUTURE WORKS

In this paper we have evaluated two methods of extracting
rows from an omnidirectional camera, and we have suggested
an own combined method. The result from tests on synthetic
images shows that the vanishing point can be estimated with
high accuracy. It also shows that the detection rate varies
between the methods and the lens used. The edge based
method works best when the rows consist of solid lines, and
the Hough method works best when the rows consists of in-
dividual plants. Hence, the two methods will work differently

on images from fisheye respectively catadioptric lenses. The
result from the combined method shows that better detection
is obtained than using the methods separately.

Further work is to evaluate different resolutions of images,
and to transform the calibration data to the new resolution.
The algorithm will be used for positioning a mobile robot
on an agricultural field. That would require a real time
implementation of the code and a control system of the
steering.
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