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Abstract— This paper introduces a visual servoing scheme
for humanoid walking. Though most of the existing approaches
follow a perception-decision-action scheme, we close the loop
so that the control is robust to model error. Our approach
is based on a new reactive pattern generator which modifies,
at the control level, the footsteps, the center of mass and the
center of pressure trajectories for the center of mass to track a
reference velocity. And, in this paper, the reference velocity is
directly given by a visual servoing control law. Since, the HRP-
2 walk induces a sway motion that disturbs the regulation of
the visual control law, we introduce a control law allowing
convergence in the image space and taking into account this
sway motion.

I. INTRODUCTION

Humanoid robots are designed for human environments,

defined as unstructured and dynamic environments [1] where

objects move outside robots’control. In order to complete a

specific task, humanoid robots must perceive and react to

environmental changes. This paper focuses on positioning

tasks where the robot has typically to reach a piece of

furniture or go through a door.

Most of the humanoid robots are equipped with cameras

that provide rich information without adding so much weight

and size. The use of embedded camera is attractive because

it avoids equipping the environment with additional sensors,

and thus the system is more autonomous. Yet, extracting

data from these cameras is a real challenge, especially while

walking. In this paper, we introduce a eye-in-hand visual

servoing scheme to control the HRP-2 walking with taking

into account the peculiar motion of the on-board camera

induced by the stepping.

Previous works on humanoid walking control assume that

the robot path is defined before computing the actual joint

control to realize it. They generally follow a perception-

decision-action scheme: first, a sensor acquires data on the

world and/or the robot state, then, suitable footsteps over a

time horizon are decided, and the trajectories of the center

of mass (CoM) and the center of pressure (CoP) are com-

puted while respecting the stability constraints. Finally, the

control of the legs is computed by inverse kinematics. This

perception-decision-action loop has proven to be fast enough

to realize impressive demonstrations for stair-climbing and

obstacle avoidance [2], [3], [4], [5]. Yet, these methods have

two drawbacks:

1) they rely on the object pose estimation that is sensitive

to noise (calibration, image processing, optimisation)

2) once the footsteps are decided inside the window of

the model predictive control we cannot make any

modification.
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Fig. 1. The system is a pinhole camera mounted on the head of a walking
robot

To cope with the pose estimation issue 1), we propose a

visual servoing control scheme which is robust to model

errors. Visual servoing proved to be successful for grasping

tasks with standing [6], [7] or walking humanoids [8], [9].

In [8], visual servoing is used to control a humanoid avatar

along landmarks. The upper body is approximated by the

kinematic chain that links an on-board camera to the CoM.

The lower body is controlled by adding two translational

degrees of freedom to the CoM. The translational velocity

of the CoM is sent to a kinematic locomotion module which

control the legs motion. In [9] a whole body visual servoing

scheme based on a hierarchical stack of task is introduced.

However, the footsteps are predefined. The leg motion is

thus set to be the task of higher priority. Therefore visual-

servoing in this context is projected in the null-space of the

pre-defined walking path. On the contrary in this work, the

controller driving the walk is directly guided by vision.

Regarding the second issue 2), few works deal with

footsteps, CoM and CoP trajectories modification inside

the preview window. The work presented in [10] shades

some light on this problem. It shows that modifying the

next landing position of the flying foot might impose a

new CoP trajectory going out of the support polygon. This

can jeopardize the equilibrium of the robot. To solve the

problem, the stepping period may be modified to reduce this

instability [10], at the cost of slowing down the robot. A

recent method propose to modify the foot steps according

to a perturbation applied to the CoP [11]. In the current

paper the desired velocity computed by a visual servoing

based controller is directly used to change footsteps, while
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ensuring walking stability constraints and with time intervals

of constant length. Another difference lays on the fact that,

on the one hand, the CoP is constrained at the center of the

footprints, and on the other hand the CoP can move freely

inside the support polygon.

Our approach is based on a new pattern generator (PG)

that has been proposed by Herdt et al [12], [13]. It computes

a reactive stable walking motion for the CoM to track

an instant reference velocity without predefined footsteps.

It paves the way to reactive walking motion based on

current environmental perception. The main contribution of

this paper is the introduction of a visual-servoing scheme

modifying on-line the footsteps and the CoM-CoP trajectory

based on [13].

Section II briefly presents the reactive pattern generator.

Section III proposes to compute the reference velocity with a

classical visual servoing control scheme as proposed in [8].

The HRP-2 walking motion induces an additional sway

motion that disturbs the visual servoing regulation but has

not to be regulated. In Section III-B.2 we propose a visual

control that takes into account this disturbance in the visual

error computation to obtain an exponential decrease of the

visual error.

II. PREDICTIVE CONTROL SCHEME FOR

REACTIVE MOTION

This section presents the on-line walking motion generator

proposed in [12], [13]. The robot is modelled as a linear

inverse pendulum which fits fairly well with the HRP-

2 distribution of mass. The control is based on a Linear

Model Predictive Control scheme that computes the footsteps

and the optimal jerk of the point mass model to minimise

the difference between a reference CoM velocity and the

previewed one. In the next Section, the reference velocity is

a visual servoing control law.

A. Systems Dynamics

The humanoid robot is modelled as a oriented mass point

centred on the robot CoM. This paragraph describes the

dynamics of a stable walking motion.

1) Motion of the Center of Mass: Let us consider a frame

C attached to the position of the CoM of the robot and to

the orientation of its trunk. The position and orientation of

this frame will be noted c =
[
cx cy cz cϕ cψ cθ

]
,

with Cardan angles cϕ, cψ and cθ.

The acceleration c̈ of this frame has to be continuous for

being realized properly by usual actuators. We will consider

here that it is in fact piecewise linear on time intervals of

constant length τ , with a piecewise constant jerk
...
c (third

derivative of the position) on these intervals. The trajectory

of this frame over longer time intervals of length nτ can

be obtained simply by integrating over time the piecewise

constant jerk together with the initial speed ċ and acceleration

c̈. For any coordinate α ∈ {x, y, z, ϕ, ψ, θ}, this leads to

simple linear relationships (details on matrices U., S., Z. can

be found in [12])

Cαi+1 = Sp ˆcαi + Up
...
C
α

i , (1)

Ċαi+1 = Sv ĉ
α
i + Uv

...
C
α

i , (2)

C̈αi+1 = Saĉ
α
i + Ua

...
C
α

i , (3)

where the initial state is ĉαi =
[
cα(ti) ċα(ti) c̈α(ti)

]T
.

and the state on the prediction horizon is

Cαi+1 =



cα(ti+1)

...

cα(ti+n)


 , . . .

...
C
α

i+1 =




...
c α(ti+1)

...
...
c α(ti+n)




2) Motion of the Center of Pressure: The position z of the

Center of Pressure (CoP) on the ground can be approximated

by considering only the inertial effects due to the translation

of the CoM, neglecting the other effects due to the rotations

of the different parts of the robot. This proves to be a

very effective approximation, which leads to the simple

relationships

zxi = cxi − (czi − zzi )c̈
x
i /g, and zyi = cyi − (czi − zzi )c̈

y
i /g,

where the difference czi − zzi corresponds to the height of

the CoM above the ground, and g is the norm of the gravity

force. We will consider here only the simple case where the

height of the CoM above the ground is constant. In that case,

we can obtain a relationship similar to (1)-(3):

Zxi+1 = Sz ĉ
x
i + Uz

...
C
x

i and Zyi+1
= Sz ĉ

y
i + Uz

...
C
y

i ,

with Sz = Sp − (czi − zzi )Sa/g,

Uz = Up − (czi − zzi )Ua/g.

3) Foot step generation: Basically, humanoid nominal

walking cycle can be divided into two stages: a double

support phase, where the two feet are on the ground and

single support phase, where only one foot is firmly on the

ground on the other one is flying from its previous position

to the next one. In this paper the stepping period is set to

be 800ms with a double support phase of 100ms and single

support phase of 700ms.
The new pattern generator selects on-line the feasible

footsteps Fi+1 on the preview window with regards to

the robot mechanical properties [14]. The position of the

footsteps is then used twice : first to ensure the stability

constraints on the CoP trajectory and secondly it is included

in the cost function to attract the CoP trajectory towards the

center of the polygon of support.

B. Constraints definition

To be stable, the dynamics control of the walking motion

must comply with stability constraints that are listed in this

paragraph.

1) Constraints on the CoP: Since the feet of the robot

can only push on the ground, the CoP can lie only within

the support polygon, that is the convex hull of the contact

points between the feet and the ground [15]. Any trajectory

not satisfying this constraint cannot be realized properly. This

needs to be taken into account when computing a walking
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motion with the MPC scheme (4). The foot on the ground

is assumed to have a polygonal shape, so that this constraint

can be expressed as a set of constraints on the position of the

CoP which are linear with respect to the position of the foot

on the ground but nonlinear with respect to its orientation.

2) Constraints on the foot placement: We need to assure

that the footsteps decided by the above algorithm are feasible

with respect to maximum leg length, joint limits, self-

collision avoidance, maximum joint speed and similar geo-

metric and kinematic limitations. In order to keep the Linear

MPC structure of the algorithm, simple approximations of

all these limitations are expressed in the form of linear

constraints defined in [14].

C. Following a reference velocity

This Section set the optimisation problem to solve to

ensure that the CoM velocity tracks a reference velocity. In

order to keep the constraints linear, the optimisation is split

in two steps : first, translations are treated, then rotations

along the vertical axis are considered.

1) Translational velocity: It has been proposed in [12] to

generate walking motions by directly following a reference

speed Ċ∗. Only horizontal translations were considered.

Secondary objectives were also introduced to help obtaining

a more satisfying behaviour: centring the position of the feet

with respect to the position of the CoP, and minimizing the

jerk
...
c (t) to slightly smooth the resulting trajectory.

min
α

2

∥∥∥Ċxi+1 − Ċx,∗i+1

∥∥∥
2

+
α

2

∥∥∥Ċyi+1
− Ċy,∗i+1

∥∥∥
2

+
β

2

∥∥∥C̄xi+1 − Ċx,∗i+1

∥∥∥
2

+
β

2

∥∥∥C̄yi+1
− Ċy,∗i+1

∥∥∥
2

+
γ

2

∥∥F xi+1 − Zxi+1

∥∥2 + γ

2

∥∥F yi+1
− Zyi+1

∥∥2

+
ε

2

∥∥∥
...
C
x

i

∥∥∥
2

+
ε

2

∥∥∥
...
C
y

i

∥∥∥
2

(4)

with C̄ the mean speed of the CoM over two steps. Intro-

ducing the vector ui =
[...
C
x

i F xi+1

...
C
y

i F yi+1

]
of motion

parameters which automatically computed, this optimization

problem can be expressed as a canonical Quadratic Program

with the aforementioned constraints [12].

2) Following a reference rotational velocity: If the robot

trunk has to rotate, then the orientations of the feet have

to be adapted properly. Introducing θ as a variable in II-

B.2 though would result in non-linear constraints. In order

to keep the linear form Herdt et al choose to predetermine

the orientation of the feet before solving the translational

Quadratic Program.

To increase the robustness of trunk rotational motion, the

feet orientations have to be aligned with the trunk orientation.

Furthermore, feet and trunk acceleration and velocity have

to be limited to avoid infeasible trajectories. This leads to

the formulation of a decoupled Quadratic Program:

min
uθ

i

δ
2
||Cθi+1 − F θi+1||

2 + ǫ
2
||Ċθi+1 − Ċθ,∗i+1

||2 (5)

s.t. Ḟ θ,si+1
= 0 (6)

||F θ,ri+1
− F θ,li+1

|| < θrlmax (7)

||F θi+1 − Cθi+1|| < θFTmax (8)

||Ḟ θi+1 − Ċθi+1|| < θ̇FTmax (9)

||F̈ θi+1 − C̈θi+1|| < θ̈FTmax, (10)

The two terms of the above objective assure that the trunk

follows the desired rotational velocity and at the same time

the feet are aligned with the trunk as much as possible. The

constraints assure the feasibility of the desired motions.

III. VISUAL SERVOING FOR WALKING

In this section, a visual servoing scheme is introduced to

compute the reference velocity that is given as a reference

to the reactive PG. The system we consider is an on-board

camera rigidly linked to the robot CoM (Fig. 1). Let C and

K be the frame attached to the CoM and the camera and ċ
and k̇ their velocities.

A. Visual Servoing

Visual servoing of a system equipped with a camera

regulates to zeros the error vector e = s − s∗ between

some current visual features s and some desired visual

features s∗ [16]. The key feature in this control scheme is

the interaction matrix L which links the time variation of

the visual features ṡ to the relative camera/object kinematics

screw k̇. It is defined by

ṡ = Lk̇ (11)

Then, the classical control law that regulates e with an

exponential decrease ė = −λe is [16]:

k̇ = −λL̂+e (12)

where L̂+ denotes the Moore-Penrose pseudo inverse of an

approximation or a model of L, and λ is a positive scalar

value.

B. Control of the pattern generator

In order to compute a proper control law for the walk,

we have to understand the over-all behaviour of the pattern

generator. The PG ensures that the CoM tracks a reference

velocity yet on average and in the limit of the dimension of

the robot (length of legs, actuator torque limit, etc.). In this

section, we will describe these two aspects of the PG (see

Fig. 2).

1) Limiting the velocity: In order to ensure the tracking

of the reference velocity, the three velocity components

have to be limited to feasible ones, i.e. velocities that

respect the walking constraints which mainly depends on

the robot geometry and actuators capabilities. It can be

shown that the maximum speed for the HRP-2 robot is :

ċlimit =
(
0.35 0.2 0.15

)
for the considered PG [13]. Yet
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Fig. 2. The pattern generator ensures that the input velocity is tracked on
average on the preview horizon. The output of the Model Predictive Control
is the first control computed on the preview horizon. The difference between
the reference velocity and the real velocity is mostly a sway motion due to
the stepping.

this velocity cannot be reached instantly from a stationary

position.

We can distinguish three phases in the walking motion: i)

an initial state (40ms) where the robot is standing in double

support, i.e. the two feet are on the ground and the robot

stands still, ii) a nominal walking phase with a constant

period of τstep = 80ms and iii) a final phase where the

robot stands in double support. To switch from the initial

double support state to the nominal walking phase, there is

a transitory phase during which the CoP is brought from the

center of the two feet to the center of the left foot. Then the

robot starts walking and the velocity of the CoM increases

gradually during the first steps to reach a steady state where

the reference velocity can be tracked up to ċ. We then set

a transient maximum velocity for the two first steps. The

maximum velocity is then:



ċmax =

t

2τstep
ċlimit if t < 2τstep

ċmax = ċlimit

(13)

2) Cancelling the Sway Motion: In most of the existing

PG, the stepping motion induces a lateral sway motion that

prevents the CoM velocity from following instantaneously

the expected one. The sway motion is mandatory for a proper

walk and the control law should not compensate for it but

cancels its effects on the visual error computation.

Let us define ḃ the additional sway motion of period T =
τstep/τ , such that

∑i+T
l=i ḃl = 0 (see Fig 1). The behaviour

of the PG can be approximated by ċ = ċ + ḃc where ċ is

the velocity if there were no sway. It induces a motion of

the camera of k̇ = k̇ + kVcḃc, where cVk is the twist matrix

associated to the cam-com transform cMk. If we assume
cMk to be constant over the time 1 the camera velocity can

be written k̇ = k̇+ ḃk The features will then oscillate in the

image and the feature variation can be written:

ė = ṡ = Lk̇ + Lḃk (14)

1In this paper, we assume that the position of the camera is fixed with
regards to the CoM. Yet, the upper body and the pan/tilt camera could be
used as redundant degrees of freedom to regulate the control law. This will
be investigated in a future work.

Let us define a virtual camera (Fig. 3) K that corresponds

to the position of the on-board camera if there was no sway

motion. The velocity of this virtual camera is k̇, it is actually

exactly the velocity that is sent as input in the reactive PG.

Its value is given in(18). In order to compute a control law

that does not include the sway motion, we will servo this

virtual camera s(k) to s(k
∗

).

t=0

t=T

O

K̄

K

Fig. 3. K is the current camera frame and K is the camera position obtained
if the visual servoing velocity is applied without the walking constraints.

We have now to express s = s(k) with regards to the

current measurement s = s(k). With (11) we can write:

s(t)− s(0) =

∫ t

0

Lk̇dt =

∫ t

0

L(k̇ + ḃk)dt (15)

and s(t)− s(0) =

∫ t

0

Lk̇dt (16)

Then assuming that s(0) = s(0) and using (15) and (16)

we obtain s(t) = s(t)+
∫ t
0
Lḃkdt, from which we can deduce

the corrected visual error

e(t) = s(t)− s∗ = e(t)−

∫ t

0

Lḃkdt (17)

Notice that when e −→ 0 then e −→
∫ t
0
Lḃk. In this

study, we do not expect e to converge to zero but to oscillate

around zero with a period T due to the sway motion.

The convergence of the control law is then reached when∫ t
t−T

edt = 0, which is obtained if
∫ t
t−T

∫ t
0
Lḃkdt = 0.

Let us define E =
∫ t
t−T

∫ t
0
Lḃkdt and note that in general

E 6= 0. It can be estimated over one period of time T . We

can then use a sliding windows to define the current error

e = e− (
∫ t
0
Lḃk − E) and deduce the control law

k̇ = −λL+(e− (

∫ t

0

Lḃk − E)) (18)

IV. SIMULATION RESULTS

3) Simulation set up and assumptions: Fig. 1 presents

the experimental set up : the robot starts from an arbitrary

position and has to reach a position where the current image

features match the desired one.

In these simulations we have arbitrarily chosen to use

a five dot planar target that is vertically set, the purpose

of this paper beeing to show that the sway motion can

be compensate for any visual information, The interaction

matrix L corresponding to the projection of the target is

a stack of the five interaction matrices corresponding to

each point. The interaction matrix for a point is defined
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in [16]2. In order to compute the interaction matrix L, we

need an estimated depth of the point or to set it arbitrarily.

In the context of these examples, we assume the depth to be

estimated at each iteration, eg by estimating the target pose.

We assume that the camera has an infinite image plane,

which means that the features are visible if the object

is in front of the image plane. For real applications,

this assumption does not hold. An additional degree of

freedom, for example, a camera tilt motion, could be used

to compensate for the feature motion or image constraints

could be added. We will investigate these solutions in future

work.

4) First experiment: 2D motion: We arbitrarily

fix the relative camera-CoM position to be[
0 0 −1 0 π/2 π/2

]
. The reference frame is

the initial position of the CoM. The target is fixed at 1.5m
on the x axis. The desired features are computed for a CoM

at
[
1 0.3 0 0 0 0

]
.

Fig. 4 depicts the results obtained when applying a satu-

rated visual servoing as an input of the reactive pattern gen-

erator. After 100 iteration (10s), the CoM oscillates around

the desired position. We can see the repercussion of the sway

motion on the error vector that is oscillating around zero.

This motion results in oscillation of the features in the image

plane that the visual servoing tries to compensate. Which

explains the remaining lateral reference velocity (Fig 4.b red

dotted lines). Then the visual servoing never converges and

oscillates. This is this effect that we want to cancel : when

the error oscillates around zero, the convergence is obtained

and the control law should be zero.

This is the result we obtain Fig 5. The sway motion is

cancelled from the error computation. The corrected error

vector appears in dotted lines in Fig 5.a while the real error

is in plain line. The corrected error follows an exponential

decrease. We can use the sum square value of this error as

a convergence criterion to stop the servoing.

The cancellation of the sway produces a smaller lateral

velocity (see Fig 4.b and Fig 5.b) which means a smaller

oscillation ofg the features in the image plane (see Fig 4.a

and Fig 5.a). Comparing the CoP trajectories in Fig 4.c and

Fig 5.c, we can see that the correction prevents the CoP from

going to far in the support polygon which ensures a better

stability.

5) Second experiment: 2D motion with disturbance: Now

that we have obtained an exponential decrease of the error,

let us expose the system to more complex situations. Let us

consider the case where the robot is pushed at time t = 4s.
We applied an additionnel acceleration of [110001] during

2Let
[

X Y Z 1
]

T
be the homogeneous position of a 3d point

expressed in the camera frame and
[

x y 1
]

T
be its projection in an

image plane, the interaction matrix of a point can then be written:

L =

[

−1/Z 0 x/Z xy −(1 + x2) y
0 −1/Z y/Z (1 + y2) −xy −x

]

.

Te. The disturbance clearly appears on the Fig. 6, yet the

system is stable. This behaviour to instant disturbance allows

to react quickly and to correct the position as soon as the

features can be tracked in the image. It is the main advantage

of this method with regards to planned trajectory.

6) Third Experiment: 3D motion: Then, let us add a

rotational motions. Here, the desired CoM position is set to

be
[
1 0.6 0.8 0 π

18
0
]

Fig. 7 illustrates the results.

The visual task does not converge perfectly. A bias is

introduced by the correction because the sagital velocity can

not be tracked due to the walking constraints.

Indeed, the proposed Model Predictive Control scheme

ensures that the average CoM velocity ċ tracks the reference

velocity ċ∗, but the dynamics and constraints of the walking

motion induce some instant disturbances: the desired velocity

may reach the system speed limits and a sway motion

is induced by the stepping. To cope with this issue, the

constraints need to be explicitly taken into account to correct

the measure of the current features s. It could be done by

introducing the visual criteria directly inside the cost function

of the proposed Model Predictive Control Scheme.

V. CONCLUSION

The new reactive pattern generator proposed by Herdt

et al. paves the way to vision based reactive control of

walking motion. In this paper, we propose a method to ignore

the sway motion while controlling the walking motion with

visual information. It leads to an exponential decrease of the

visual error. Besides, it remove the unwanted lateral motion

which tried to compensate for the sway motion. In order to

improve the robot behavior, the reference velocity is limited

to a feasible one and a transitory start-up phase is considered.

The propose approach is efficient when the CoM velocity

tracks well the reference velocity. The sway motion only

disturbs the system. Furthermore, the proposed approach is

robust to instant disturbance of the target position.In order

to deal with the walking constraints properly, the visual

criterion should is included as an additional cost function

in the Model Predictive Control scheme.

Visual Model Predictive Control Scheme has been studied

to deal with constraints, eg to ensure the visibility of the

target or avoid joint limits [17]. In order to improve the

results presented in this paper, we propose to write a general

non linear model predictive control scheme to select the

optimal jerk of the CoM
...
C regarding some visual criteria.

Then the function to minimise is now

min...
C,F

1

2

N∑

i=1

‖s(ki)− s∗i ‖
2

(19)

It will be studied in a future work.
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Fig. 4. Visual servoing with limiting the velocity to comply with the HRP-2 capabilities.
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Fig. 5. Visual servoing with a correction of the sway motion to remove the useless lateral control.
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Fig. 6. Visual servoing with a correction of the sway motion when the system undergoes an instant disturbance.
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Fig. 7. Visual servoing while cancelling sway motion with 3 degrees of freedom.
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