
Abstract— This paper introduces a high performance vision 
tracking system for mobile robot using sensor data fusion. For 
mobile robots, it is difficult to collect continuous vision 
information due to robot’s motion. To solve this problem, the 
proposed vision tracking system estimates the robot’s position 
relative to a target and rotates the camera towards the target. 
This concept is derived from the human eye reflex mechanism, 
known as the Vestibulo-Ocular Reflex (VOR), for compensating 
the head motion. This concept for tracking the target results in 
much higher performance levels, when compared with the 
conventional method that rotates the camera using only vision 
information. The proposed system do not require heavy 
computing loads to process image data and can track the target 
continuously even during vision occlusion. The robot motion 
information is estimated using data from accelerometer, 
gyroscope, and encoders. This multi-sensor data fusion is 
achieved using Kalman filter. The proposed vision tracking 
system is implemented on a two-wheeled robot. The 
experimental results show that the proposed system achieves 
excellent tracking and recognition performance in various 
motion scenarios, including scenarios where camera is 
temporarily blocked from the target. 

I. INTRODUCTION

ECENTLY, robots are deeply involved in various fields, 
such as military, medical services, and entertainment. 

Advanced sensors and efficient control technologies are 
required for robots to perform these tasks. Among the various 
sensors applied to robots, vision sensors are especially crucial 
to recognize and acquire information about surroundings. 
Thus, high performance vision tracking systems are required 
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for mobile robot, which can be adapted for various dynamic 
circumstances. However, as the demands for the high 
performance vision sensors have increased, complicated 
image processing algorithms are needed, increasing the cost 
of the system. 

One approach for developing the vision tracking system is 
to use image processed visual information [1-3]. Cai and 
Nillius presented visual tracking for multiple targets using 
particle filter and Bayesian network [1, 2]. Jung developed 
detection system for moving target using single camera on a 
mobile robot [3]. These systems require robust filtering 
algorithm to track regardless of the background clutter and 
camera motion. Also, these systems do not function well in 
the absence of visual information. In the practical case, when 
object is hidden behind the obstacle or illumination is 
changed, visual information of the object is not generated 
sufficiently and stably. On the other hand, some researchers 
used inertial sensors in order to compute motion information 
of the robot [4-6]. Kaushik showed compensating for 
perturbations by using 3-axis inertial sensors, and Kanade 
developed a novel inertial-aided Kanade-Lucas-Tomasi 
(KLT) feature tracking method using gyroscope data [4, 5]. In 
most cases, angular motion compensations are performed 
using inertial sensors. For compensating the translational 
motion, the tachometer data is used for supplementing visual 
information [6]. Recently, the Vestibulo-Ocular Reflex 
(VOR) based vision stabilization systems show fast and 
accurate stabilization performances [7]. However, the goal of 
the presented system is to stabilize vision against small 
rotational movement of the robot rather than to track a certain 
target. Cho presented the VOR based target tracking system 
using accelerometer information [8]. His paper computes the 
translational motion of the robot by using accelerometer 
information. From this information, a vision sensor which is 
mounted on the robot rotates towards the selected target, 
periodically compensating errors from visual information.  

In this paper, we propose high performance vision tracking 
system for two-wheeled robot using multi-sensor data fusion 
technique. The sensor fusion techniques for active vision 
system are already presented [9, 10]. Applications of these 
fusion methods mainly involved the camera attitude 
estimation, motion estimation, navigation, and 3 dimensional 
structure reconstructions. On the other hands, the main 
purpose of the proposed system is to keep the line of sight 
fixed on the target even when the robot has large and 
continuous transient motion. The proposed system is able to 
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compute the random motion of the robot by using inertial 
sensors, encoders, and vision sensor. The key concepts of the 
proposed system are based on the human eye reflex 
mechanism, known as the VOR. By adapting human eye 
reflex mechanism, vision tracking system is able to reduce the 
dependency on visual information and track the selected 
target during locomotion. Using the robot motion information, 
the proposed system achieved excellent tracking performance 
in the absence of visual information. 

This paper is organized as follows. Section II describes the 
concept and overall system organizations of proposed vision 
tracking system. Section III shows the coordinate systems 
which are used for explaining the robot motion and target 
location for vision tracking system. Section IV gives brief 
explanation of sensor data fusion mechanism. Section V and 
Section VI show the implementation and experimental results 
of the proposed vision tracking system. Finally, we concluded 
this paper in Section VII with some relevant discussion. 

II. CONCEPT AND SYSTEM ORGANIZATION

In order to improve performance, the human eye reflex 
mechanism is applied to the proposed vision tracking system. 
In the human eye reflexes, during locomotion the head 
oscillates passively on the trunk and the images of the visual 
surroundings tend to smear across the retina. Image motion is 
minimized and visual recognition is facilitated by the 
initiation of eye movements in the opposite direction of head 
movement. These compensatory eye movements are 
generated by the VOR and the Opto-Kinetic Reflexes (OKR). 
Both reflexes are therefore activated simultaneously and 
generate eye movements in the same direction but differ in 
their dynamic properties [11].  

The block diagram of the proposed vision tracking system 
is shown in Fig. 1. When robot starts to move according to 
robot trajectory input, robot motion information are generated 
by inertial sensors and encoders of robot wheels. This 
information is transferred to the controller for estimation of 
robot location and heading angle relative to the target. This 
information corresponds to the VOR mechanism. Target 
position information in image plane, which is produced in 
image processing block, is translated to controller. This 
information is related to OKR mechanism. The target position 
information in image plane is the angle difference between 
the center of the image plane and center of the target. In the 
image processing block, extracting and matching features of 
the target are performed using initial and present image. Then 
target is detected by matching result, and the angle difference 
between the center of the target and the image plane can be 
estimated by using a pin-hole camera model [12, 13]. For the 
purpose of target detection for estimating angle difference, 
the Speeded Up Robust Features (SURF) image processing 
method is used [14]. To estimate the expected camera rotation 
angle, the multi-sensor data fusion is achieved using Kalman 
filter and filter fusion algorithm in the controller block. The 
output of controller is the fed to the plant, which contains the 

camera and motor. Finally, motor controls gaze of the camera, 
and target is fixed in the center of the image plane during 
locomotion. 

III. COORDINATE SYSTEM

The two-wheeled robot has in-plane motion with 3 degrees 
of freedom (DOF), which contain linear motions in x/y axis 
and rotation motions in z-axis. Considering these 
characteristics, we applied Cartesian coordinate system to 
express robot motion and location as shown in Fig. 2 [15]. 
There are two coordinate systems: global coordinate 
(centered at O) and intermediate coordinate system (centered 
at Ok) as shown in Fig 2. In this coordinate system, rk, vector 
from robot to target, can be expressed as 

k o k
r r p                                     (1) 

where, r0 is vector from origin to target, T(XT, YT) is the target 
position in global coordinate, and pk is robot location vector 
in kth step. In the kth step, according to present coordinate 
system, rk can be expressed as 
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where k is robot heading angle with respect to initial 
coordinate system. Using equation (1) and (2), the expected 
rotation angle of camera kr is calculated by 
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IV. FUSION MECHANISM OF SENSOR DATA

As mentioned in Section II, the multi-sensor data fusion for 
estimating rotation angle of camera is performed in controller 
block. The simple block diagram of controller is shown in Fig. 
3. In this block, Kalman filter is mainly used as the sensor 
data fusion, and considering characteristics of each sensor the 
slip detector is added. After the robot location and heading 

Fig. 1. Block diagram of the proposed vision tracking system 
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angle are estimated by the extended Kalman filter and indirect 
Kalman filter, one of them is selected in filter output fusion 
block based on slip detector output. 

A. Extended Kalman Filter Block 
The extended Kalman filter block estimate location and 

heading angle of robot using accelerometer data, gyroscope 
data, and vision data [16]. Considering the nonlinear property 
of inertial sensor data system, the extended Kalman filter is 
used. In this block, encoder data are not used.  Thus this 
estimation result is reliable on slippery or rugged roads with 
wheel slip [17]. However, errors of the accelerometer, such as 
systematic errors and random errors, cause an unbounded 
growth in the error of integrated measurements [18]. In order 
to compensate the accelerometer errors, the vision data, 
which is the angle difference between the center of the target 
and the image plane is used for measurement update of the 
extended Kalman filter. Considering above two 
characteristics, the output of an extended Kalman filter is 
utilized only for slip condition. The state model for the 
designed extended Kalman filter is as follows 
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where x(k) is state vector, u(k) is input,  px is robot 
x-coordinate, py is robot y-coordinate, v is robot velocity, R is 
robot heading angle, a is measured acceleration from 
accelerometer data, is measured angular velocity from 
gyroscope data, and wn

EKF is process noise. 

The measurement model with measurement noise, EKF, is 
shown below, 
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B. Indirect Kalman Filter Block 
The indirect Kalman filter block estimates the location and 

heading angle of robot using gyroscope data, encoder data, 
and vision data [19]. Because encoder data is not reliable on 
slippery surface, this estimation result is used for non-slip 
condition. The error state model of the designed indirect 
Kalman filter is as follows 

2

1 0 cos ( ) sin ( ) sin ( ) 0 0 0 0
2 2 2( 1)

( 1) 0 1 sin ( ) cos ( ) cos ( ) 0 0 0 0
2 2 2( 1)

0 0 1 0 0 0( 1)
( 1) 0 0 0 1 0 0 0 0 0
( 1) 0 0
( 1)
( 1)
( 1)

R

L

s

g

R L L Rk k k
x k

R L L Ly k k k k
k R L L R

s k d d d
s k
d k

k
g k
b k

( )
( )
( )
( )
( )
( )0 0 1 0 0 0 0
( )0 0 0 0 0 1 0 0 0
( )0 0 0 0 0 0 1 1
( )0 0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 0 1

sin ( ) sin ( ) 0
2 2

cos

                       

R

L

s

g

x k
y k

k
s k
s k
d k

k
g k
b k

k k

( ) cos ( ) 0
2 2
1 1 0

0 0 0
0 0 0
0 0 0
0 0 1
0 0 0
0 0 0

R
IKF

L

g

k k

d d
w      (6) 

where, x and y are the location information of robot which are 
computed by encoder data, R and L are moving distances 
which are computed by right and left wheel encoder data, R
and L are noise of R and L, sR and sL are radius error of right 
wheel and left wheel, d is distance error between right and left 
wheel, gs is scale factor of gyroscope, bg and g are bias and 
random noise of gyroscope,  is computed robot heading 
angle from encoder data,  is computed robot heading angle 
from gyroscope data, and wIKF is process noise vector. 

In the absence of vision data, measurement update is 
performed by calculating the difference between heading 
angles based on encoder data and gyroscope data. Otherwise, 
measurement update is performed using vision data and 
calculated heading angle. The equations for measurement 
update are as follows. 
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Fig. 2. Cartesian coordinate system for vision tracking system 

3780



where c is angle difference between  and ,  is computed 
robot heading angle error from vision sensor data, and IKF is 
measurement noise 

Above are the equations for measurement update without 
vision data (7) and equations for measurement update with 
vision data (8). Due to the Output Data Rate (ODR) 
difference, two measurement update equations are used. 

C. Slip Detector Block 
Slip detector decide slip level using comparison between 

the encoder data and the output of the extended Kalman filter. 
When difference between the encoder data and the extended 
Kalman filter output is larger than threshold level, slip 
detector shows slip occurrence. Threshold level is defined by 
repetitive experiments for various surface conditions. 

D.  Filter Output Fusion Block 
Filter output fusion block fuse the extended Kalman filter 

and indirect Kalman filter based on the slip detector output. In 
the slip condition, final robot location and heading angle are 
defined using estimation results of the extended Kalman filter. 
In the non-slip condition, final robot location and heading 
angle are defined using estimation results of the indirect 
Kalman filter. The output of controller is expected camera 
rotation angle, which is calculated by final robot location and 

heading angle information. 

V. IMPLEMENTATION OF PROPOSED SYSTEM

The schematic diagram of proposed vision tracking system 
is shown in Fig. 4. The proposed vision tracking system 
consists of an accelerometer, a gyroscope, a camera, a dc 
motor for rotating the camera, and a host computer. Robot 
motion information, such as acceleration data, angular 
velocity data, and encoder data, are transferred from sensors 
to the host computer by using UART interface. The vision 
signal and motor control signal are transferred by using a 
USB interface. 

For signal processing of the inertial sensors, sensor module 
is developed as shown in Fig. 5 (a). The sensor module to 
detect the rotational and translational motions of robot 
functions in a similar manner as the semicircular canals and 
otoliths in human vestibular system. The sensor module 
contains an accelerometer (KXPS5-3157, Kionix, Inc.), a 
gyroscope (ADIS16255, Analog Devices, Inc.), a micro 
controller unit, and RS232 chip [20, 21]. The actuation 
module with camera is also developed as shown in Fig. 5 (b). 
Required camera motion for wheeled robot is panning motion 
for tracking the target. The single camera (SPC 520NC, 
PHILPS) and DC motor (Series 2619, MicroMo Electronics, 
Inc.) are implemented for actuation module [22, 23]. The 
resolution and the frame rate of camera are set to 320×240 
pixels and 30 fps for achieving ideal processing of the image. 
As shown in Fig. 6, the developed systems are implemented 

Fig. 3. The block diagram of controller 

Fig. 4. Schematic diagram of hardware configuration 

(a)                                                 (b) 
Fig. 5. Picture of sensor module (a) and actuation module with camera 
(b) for vision tracking system  
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on the two-wheeled robot (Mobile Robot, Customer & Robot 
Co., LTD.). The host computer is also mounted on mobile 
robot platform. Overall software program was designed for 
controlling the robot and the dc motor using C++, which is 
based on the Windows environment. 

VI. EXPERIMENTAL RESULTS

Experimental setup for proposed vision tracking system is 
shown in Fig. 7. In the experiment, initial distance between 
vision system and target is 1.8 m, while driving and rotation 
velocity of mobile robot is 0.2 m/s and 30 deg/s, respectively. 
In recognition test, SURF based recognition program is used. 
In the case of recognition success, red square is formed on the 
edge of the target as shown in Fig. 7. Tracking success rate 
and recognition rate of developed vision tracking system are 
tested for various robot trajectories. Tracking success rate is 
100 % in all three cases, while recognition rate is 100 % 
except in the case of square motion. Due to the blurring effect 
in image plane, the target cannot be recognized successfully 
in some output images of square motion. Table 1 shows the 
summarized experimental results for various robot 
trajectories. All of the presented results are the average of five 
experiments. 

To verify robustness of proposed system to various 
circumstances, we performed experiments for two cases. First, 
tracking success rate is tested when an obstacle temporarily 
block the camera sight. As shown in Fig. 8 (b) and (c), 
complete vision information is not produced because of poor 
recognition results. In this case, purely vision-based tracking 
system cannot track the target with this deficiency of visual 
information. However, using motion information of robot, the 
proposed system fixes camera sight to the target while the 
target is temporarily blocked by the obstacle. The target is 
tracked and recognized continuously after the obstacle is 
removed. In the experimental results, the tracking success 
rate of proposed vision tracking system is 100 % for the 
square motion. In the second place, the tracking success rate 
is tested when outside illumination changes while robot is 
moving. The target is recognized easily in the normal lighting 

condition but it does not appear clearly in the image frame 
while illumination is lowered as shown in Fig. 9 (b) and (c). 
In these cases, either unstable vision information is produced 
from recognition results, or vision information is not 
produced at all. Therefore, purely vision-based tracking 
system cannot track the target in the absence of normal visual 
information. However, in spite of the illumination change, the 
proposed vision tracking system can track the target 
continuously because of robot motion information. In the 
experimental results, tracking success rate of the proposed 
vision tracking system is 100 % while outside illumination is 
changed occasionally during the square motion of the robot. 
In above both cases, purely vision-based tracking system is 
not able to perform the tracking function after the target is 
blocked by obstacles or illumination is changed. Therefore, 
the tracking success rates of purely vision-based tracking 
system are declined remarkably. The experimental results for 
various circumstances are summarized in Table 2. As 
previous experimental results, all of the presented results are 
the average of five experiments. 

VII. CONCLUSIONS

In this paper, high performance vision tracking system 
using multi-sensor data fusion through Kalman filter is 

TABLE I
SUMMARY OF EXPERIMENTAL RESULTS FOR VARIOUS ROBOT TRAJECTORIES

Robot trajectory 

Tracking success rate 
( # of successful 

tracking/ # of total 
image frame) 

Recognition rate 
(# of successful 

recognition/ # of total 
image frame) 

  Translational 
motion 

(±0.5 m) 

100 % 
(129/129) 

100 % 
(129/129) 

Rotational motion 
(±90 deg) 

100 % 
(108/108) 

100 % 
(108/108) 

Square motion 100 % 
(170/170) 

92 % 
(156/170) 

Fig. 6. Developed vision tracking system mounted on mobile robot Fig.7. Picture of experimental environment setup with robot 
trajectories
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presented. To improve the performance in vision tracking, the 
proposed vision tracking system uses not only the visual 
information but also robot motion information, which is 
computed using inertial sensors and wheel encoders. This 
concept is derived from the human eye reflex mechanism for 
compensating the head motion. In the control scheme, the 
extended Kalman filter and indirect Kalman filter are used for 
estimating location and heading angle of the robot. To fuse 
outputs of the two Kalman filters, a slip detector is 
implemented to detect the slip occurrence. Based on the slip 
detector output, final robot motion and expected rotation 
angle of camera is estimated using one of the two filters. The 
proposed vision tracking system is mounted on a mobile 
robot, and the tracking success rates and recognition rates are 
evaluated for various robot trajectories and circumstances. In 
the experimental results, the proposed vision tracking system 
demonstrates excellent tracking and recognition performance 
in various motion scenarios. 
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TABLE II
SUMMARY OF EXPERIMENTAL RESULTS FOR VARIOUS CIRCUMSTANCES

Circumstance Vision tracking 
system 

Tracking success rate 
( # of successful 

tracking/ # of total 
image frame) 

Obstacle blocks  
target

Proposed system 100 % 
(175/175) 

Purely vision-based 
tracking system 

33 % 
(57/175) 

Outside illumination 
change

Proposed system 100 % 
(172/172) 

Purely vision-based 
tracking system 

37 % 
(63/172) 

(a)                                 (b)                                (c) 
Fig. 8. Output images of camera with the obstacle. (a) The obstacle 
blocks the target (perfect red square is formed), (b) the obstacle 
partially blocks the target (distorted red square is formed), (c) the 
obstacle blocks the target mostly (red square is not formed) 

(a)                                 (b)                                (c) 
Fig. 9. Output images of camera with illumination change. (a) Outside 
light on (perfect red square is formed), (b) outside light partially off 
(distorted red square is formed), (c) outside light off (red square is not 
formed) 
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