
 
 

 

  

Abstract— In today’s industry, intuitive gesture recognition, 
as manifested in numerous consumer electronics devices, 
becomes a main issue of HMI device research. Although 
finger-tip touch based user interface has paved a main stream in 
mobile electronics, we envision touch-less HMI as a promising 
technology in futuristic applications with higher potential in 
areas where sanity or outdoor operation become of importance. 
In this paper, we introduce a novel HMI device for non-contact 
gesture input for intuitive HMI experiences. The enabling 
technology of the proposed device is the IPA (infrared 
Proximity Array) sensor by which realtime 3 dimensional depth 
information can be captured and realized for machine control. 
For the usability study, two different operating modes are 
adopted for hand motion inputs: one is a finger tip control mode 
and the other is a palm control mode. Throughput of the 
proposed device has been studied and compared to a traditional 
mouse device for usability evaluation. During the human subject 
test, the proposed device is found to be useful for PC mouse 
pointer control. The experimental results are shared in the 
paper as well. 

I. INTRODUCTION 
UMAN computer interface is continually evolving to 

more intuitive and convenient ways. Hand gesture is 
regarded one of the best ways to interact with computer. 
Currently, touch-less computer interfaces are not an option in 
many industrial environments, such as, hospital operation 
rooms, clean rooms, petroleum plants, war environments, and 
etc., because most equipment and PCs cannot be operated by 
a wet hand, oily hand or dusty hand.  An effective touch-less 
interface would alleviate this problem, allowing anyone 
under any of these conditions to input data into a PC 
workstation. A viable touch-less interface has been studied 
for many years, however, a well working device has not been 
yet commercialized due to the high cost and lack of 
operational reliability. 

A typical approach to integrate a touch-less interface is to 
utilize vision sensors. Hand gestures can be analyzed from the 
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camera image, and the predefined motion is detected and 
converted to specific command [1-3]. In an actual 
environment, the detection conversion struggles to 
distinguish the hand in an image from the background. To 
resolve the problem, most existing interfaces use markers or a 
specially designed glove [4-6]. However, the results are 
sensitive to different light conditions. As long as the approach 
uses a 2D image, the basic information is limited in 2D.  

To utilize a 3D image, a stereo camera is adopted to 
develop a touch-less interface [7-9]. The calculation disparity 
from two 3D images requires a large computational burden. 
Therefore, the touch-less interface requires a high 
performance computer. 

The easiest method to acquire a 3D distance map is to use a 
Time of Flight (TOF) camera [10]. Since the camera directly 
provides a distance map and functions free from 
computational burden, the TOF camera delivers an adequate 
solution for fabricating a touch-less user interface. The 
problem remains the high cost to commercialize the interface. 

In this research, a new interface using IPA is proposed. 
IPA can directly measure the distance map, and yield robust 
results at various light conditions by using infrared light. The 
cost of the IPA design is much less than the TOF camera, so 
that the touch-less interface by IPA can be implemented at a 
reasonable price. This research shows how to implement 
touch-less user interface using IPA, and the performance is 
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Fig. 1. T-less : The proposed touch less user interface by using IPA  
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also evaluated compared with other input devices.  
The remainder of this paper is organized as follows. 

Section 2 introduces the working mechanism of the IPA 
device and its specifications. In section 3, the touch-less 
interface using IPA and its input method are described. 
Section 4 offers some experimental results for evaluation of 
the developed interface. Section 5 concludes the research 
results. 

 

II. INFRA RED PROXIMITY ARRAY 
The industrial infrared sensor has a simple working 

mechanism – to measure the intensity of reflection light. The 
sensor emits infrared light to sensing area. If an object exists 
in the sensing area, it reflects the light. The sensor detects the 
reflected light and measures the intensity.  

The typical characteristics of an infrared sensor are applied 
to 3D image construction technology.  IPA is composed of an 
infrared light source, an infrared filtering lens, and a charge 
coupled device (CCD) array.  Since each pixel of CCD array 
is utilized as an infrared sensor, the IPA can be, therefore, 
considered as highly integrated infrared sensor array [11]. 

Based on the Phong’s illumination model, as shown in Fig. 
2, and the photometry theory [12], an infrared sensor is 
known to have reflected light intensity I given by: 
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The variables Co and C1 are two coefficients (diffusivity 

and specularity) that express the reflectivity properties of the 
surface being sensed and µs, µn, µr, and µv are the light source, 

surface normal, reflected, and viewing vector, respectively.  
Although, a pixel of the IPA sensor receives multiple 

reflected light beams with differing intensities from a single 
light source due to directivity, as shown in Fig. 3, we consider 
the light beam when θ is zero the most intensive reflection. 
Assuming n = 1 and C2 = 0, equation (1) becomes: 
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The index p represents a pixel among sensor array, and αp 

is the incidence angle of light with respect to the surface. 
Therefore the typical energy equation for a photo sensor 
becomes: 
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where d is the minimum distance between the sensor and a 

surface. Ep stands for the energy absorbed by a pixel p from a 
single light source, and corresponds to the actual sensor 
reading. A in the above equation is the area of an object, and l, 
the travel distance of the light.  

Therefore, the distance from a pixel p to an obstacle is, 
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After calibrating the constant Co and C1 by a series of 

experiments for human skin, the intensity at each pixel can be 
converted to distance. From the arrayed distance data, a 
distance map over a sensing range can be obtained. 

Figure 4 shows the recently developed compact version of 
the IPA sensor which size is similar to that of a credit card. A 
small DSP board equips a 640 by 480 CCD array, and a wide 
angle board mount lens is installed. With these elements, a 
compact size is achieved. The DSP has enough computational 
power for standalone operation. The DSP has enough 
computational power for standalone operation. High powered 
LED emits infrared light to the entire sensing area, resulting 
in a sensing range of about 450mm. The measured position 

 
 
Fig. 4.  Infrared Proximity Array  

 

 
Fig. 2. Phong’s illumination model  

 

 
Fig.3. observation of reflecting light at pixel array (% : reflection rate)  
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resolution is 1mm at 640 by 480 resolution images. Depth 
measuring, surface color, texture, roughness, and 
transparency of the target object affect the sensing results. 
Fortunately, human skin is well detected by IPA, and precise 
calibration enables a measuring depth with a 5mm error 
bound. Figure 5 shows an example distance map for a human 
face. 

 

III. TOUCH LESS USER INTERFACE 
Figure 1 shows the developed user interface, T-less. In 

front of a PC, the 3D sensor is located instead of mouse, and 
the user controls the cursor by hand motion. While the 
interface recognizes the hand motion and generate command 
to control cursor, the distance information detected by IPA is 
fully utilized to distinguish the hand gestures. The interface 
provides two different operation modes to control the cursor. 
First, the finger input mode utilizes the position information 
of an active index finger, as shown in Fig 6 (a). In the finger 
input mode, the user rest his hand in front of camera and just 
point out the direction where s/he want to move the cursor, 
and then the cursor is exactly controlled to move along that 

direction. The other mode is the palm input mode shown in 
Fig. 6 (b). The palm input mode measures the angle of the 
palm while the user rotates his or her wrist. For the click 
operation, same motion is applied for both operation modes 
as shown in Fig. 8. The user unclasps his or her hand and dash 
toward the sensor. 

To detect the fingertip or palm angle, three stages of the 
signal process are performed. In the first stage, a prefiltering 
process reduces noise, and the 640 by 480 depth array is 
divided into 10 by 10 sensing windows. The average 
intensities are calculated for 64 by 48. Second, the process 
obtains the position of the finger tip or the angle of the palm. 
The last stage is a post process for converting the motion data 
to a position command for the cursor on the PC monitor. 

 
 
Fig. 5.  Depth map for human face by IPA 

   
 

(a) Finger input mode       (b) palm input mode 
 

Fig.6.  Finger input mode and palm input mode  

(a) Finger motion for pointer control 
 

 
(b) example trajectory for indexing motion  

 

(c) distance map when finger input 
 
Fig. 7.  Finger input motion and 3D sensing data 
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A. Finger input mode 
To detect the fingertip, the process’s algorithm searches for 

the window with the shortest distance. The working range is 
defined from dmin to dmax (i.e. from 50mm to 150mm in this 
research). If no object is detected in the working range, it 
implies no meaningful motion, and the command for moving 
the cursor is fixed. This limitation of the working range is also 
vital, in order to allow an index motion. The indexing is a 
widely used method in a typical mouse interface to enlarge 
working space by lifting the mouse off the table and 
repositioning it after the mouse has reached the edge of its 
available workspace, while the cursor remains fixed in 
position. In the developed interface, the user moves the finger 
tip back from the working range to the indexing area, as 
shown in Fig 7 (a). The user shifts his finger tip in indexing 
area and dives again into working range at the repositioned 
location. Figure 7(b) shows typical motion trajectory while 
control the cursor. The user get into the working range (1 in 
Fig. 7(b)) and control the cursor by lowering the finger tip (2 
in Fig. 7(b)). If the user want to lower down the cursor more 
at the end of the working range, then move back to indexing 
area (3 in Fig. 7(b)) and reposition the finger for indexing (4 
in Fig. 7(b)). While indexing. the cursor wait at the last 
position. After indexing, finger tip come into the working 
range again (5 in Fig. 7(b)), and finally control motion is 
continued (6 in Fig. 7(b)). Empirically, the fingertip 

encompasses 4 to 8 windows in the working range, as shown 
the example distance map in Fig. 7 (c). Therefore, the nearest 
4 to 8 windows in the working range are searched, and the 
centroid of the windows is calculated as the location of the 
finger tip. If the more windows are found, the click motion is 
checked with different criteria. The case has less windows is 
regarded as indexing motion.  the click motion is defined to 
dash to sensor with unfold palm, as shown Fig 8, and the 
distance map would be appeared as like Fig. 8 (b). When the 
click motion occurred, more than 80% of windows shows the 
distance in the working range, and the most distance values in 
those windows are over the predefined threshold. 

 

B. Palm input mode 
The first step of the palm input mode requires determining 

whether or not the user's hand is properly located in front of 
sensor. The sensor checks each distance value for all the 
windows so that it can measure the distance from hand and 
roughly guess the angle. When the hand posture is located in 
the working range and ready to input, as shown in Fig 7, 

About 80% of windows measure to a distance value in the 
working range. By averaging the values of those windows in 
the working range, the distance of the hand can be calculated. 
Even if the entire hand is located in the range, the higher 
distribution of the values of those windows implies a large 
angle from the hand. The windows in working range are 
regarded as effective windows, and ineffective windows are 

 

 
(a) Palm motion for pointer control 

 

 
(b) distance map when controlling pointer with palm 

 
Fig. 9.  Palm input motion and 3D sensing data  

 
(a) click motion 

 

 
(b) distance map when click 

 
Fig. 8.  Click motion and 3D sensing data  
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excluded for measuring. 
After checking the proper posture, the palm angle is 

precisely measured with the effective windows. In this 
research, least square multiple regression is used to find a best 
fit plain. Each window’s array index implies location x, y, 
and the distance value at the window’s implies distance z. The 
plain equation of palm can be defined as 

 
z a bx cy= + +                 (5) 
 
For given data set (x1, y1, z1), (x2, y2, z2), …, (xn, yn, zn), 

where n>3, the best fitting curve f(x) has the least square 
error,  
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To obtain the least square error, the unknown coefficient a, 

b, and c must yield zero first derivatives.  
 

[ ]

[ ]

[ ]

1

1

1

2 ( ) 0

2 ( ) 0

2 ( ) 0

n

i i i
i

n

i i i i
i

n

i i i i
i

z a bx cy
a

x z a bx cy
b

y z a bx cy
c

=

=

=

∂ ∏
= − + + =

∂
∂ ∏

= − + + =
∂

∂ ∏
= − + + =

∂

∑

∑

∑

        (7) 

 
Expanding the eqn (7) as   
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Finally, a, b, and c can be obtained from the linear Eqn. (8), 

and the polynomial constant defines the normal vector of the 
plain.  

In the palm input mode, the command for cursor control is 
mapped to the normal vector, and the click operation is 
defined in the same manner as the finger input mode. 

 

IV. PERFORMANCE EVALUATION 

A. Experimental results  
To evaluate the developed interface, experiments for 

measuring the throughput and the completion time were 
carried out. Throughput is a well known performance index 
for measuring usability of input devices, such as a mouse and 
a track ball. The goal of the designed experiments was to 
measure the throughput and the completion time of the 
developed interface and compare the performance with the 

other input devices. Eight students participated in this 
experiment.  There were 6 males and 2 females between ages 
of 24 and 32. None of the participants reported any sensory 
difficulties nor trouble on hands.  

The participant sat in front of the developed interface and 
pointed the 3D sensor with index finger to input the motion. 
When the experiments started, a target button appeared at 
random location on the screen. The experiments were similar 
to the one dimensional Fitt’s law task described by Douglas et 
al. [13]. The participant should control the cursor to move to 
the target button and successfully click the target button as 
soon as possible. Each trial started with a target appearing at a 
random horizontal location on the screen.  

Figure 10 presents an example of a selection trial. The 
cursor was initially located on the left button, and the target 
button, whose width was w, was located in right side at the 
distance D. A successful movement and click allow to finish 
the trial and induced another target button to click. 20 buttons 
were shown in random order. The experimental results were 
as shown in Fig 11. The throughput is lower than a typical 

 

 
Fig. 10. Selection trial example  

 

 
(a)Through put 

 

 
(b)completion time 

 
Fig. 11. Experimental results
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mouse, and completion time also much greater than a mouse. 
This discrepancy is due to the low gain and the errors at the 
transition motion between movement and click. If transition 
motion is clearly washed out, the performance will be 
increased. There is room for enhancing the performance by 
tuning up the gain fit the finger motion. All trials completed 
without a miss in order to prove practical reliability of the 
developed design. Further research to improve controllability 
and experiments for evaluation are in progress. 

 

V. CONCLUSION 
This research proposed a new touch-less interface, T-less, 

by using an IPA sensor. Since the distance map was directly 
obtained from the sensors, the position of fingertip and also 
the normal direction of palm were easily determined. The 
developed interface had two different operation modes. In 
finger input mode, a cursor can be controlled by a pointing 
motion. Another way to input was by rotating the wrist and 
changing direction of the palm. The way to figure out the 
palm angle by calculating best fittng plain was explained The 
developed interface and all the operation methods were 
designed to fully utilize the distance information so that the 
recognized hand gesture is highly reliable. 

To evaluate the performance of the T-less, experiments for 
operating the cursor and click function were performed. The 
results show that the users reliably controlled the cursor on 
the screen and clicked on the given targets. The evaluated 
performance based on throughput and work time was lower 
than a typical mouse, but practically it can be utilized in the 
field requiring touch-less interfaces. 
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