
  

  

Abstract— In this paper, the variable view imaging system 
(VVIS) developed to offer flexibility in microscopic observation 
is applied to microassembly tasks to overcome several problems 
in normal imaging systems that hindered application of 
vision-guided micromanipulation techniques such as limited 
field of view (FOV) and fixed viewing direction. In three 
representative cases of microassembly, the parts are mated by 
visual servoing, avoiding FOV problem by combining unit 
FOV’s and occlusion problem by changing the viewing direction 
to the optimal one. The results demonstrate the superiority and 
usefulness of the VVIS in various micromanipulation tasks. 

I. INTRODUCTION 
BSERVATION of dynamic targets in 3D space is 
drawing increasing interest as MEMS (micro-electro- 

mechanical system) and biotechnologies are developed [1,2]. 
Keeping the region of interest (ROI) on a moving target from 
the best view direction is critical for observation. Especially 
for the cases of microassembly and micromanipulation, the 
two-directional interaction between a micromanipulator/ 
microrobot and a vision system is an important factor for the 
success of those tasks. Unfortunately, the conventional 
microscopes used in most of these applications cannot meet 
this requirement. Insufficient vision information in these 
systems, such as occlusion, a small field of view (FOV) and 
low depth resolution often hinders the success of micro 
inspection, microassembly and/or micromanipulation. 

In macro word, by installing a camera on a manipulator, the 
active vision system can change camera parameters such as 
the spatial position and orientation according to different 
tasks [3, 4]. However, mounting a microscope on a 
manipulator is not practical owing to the complexity of the 
microscope. Instead of moving vision system, moving stages 
are often applied in order to compensate the problem of small 
FOV in observation of moving objects [5, 6]. But it may 
generate agitation to the specimen. In order to observe 
different view for micro objects, multiple fixed microscope 
are often applied in microassembly and micromanipulation 
application. Stephen J. Ralis [7] proposed a microassembly 
system with two cameras. One camera with low 
magnification is to observe a wide field of view in coarse 
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visual servoing and the other with high magnification to 
detect micro targets in a small field of view with high 
resolution in fine visual servoing. When dealing the micro 
object with three dimensional shapes, more cameras are 
needed to achieve sufficient vision information. Probst et al. 
[8] designed a microassembly system with three cameras in 
different direction. Visual guided microassembly can be 
applied successfully without occlusion. However, due to the 
fixed position of the cameras, this configuration is only 
suitable for specific microassembly task and switching 
between those cameras during microassembly makes 
continual visual tracking difficult. Jasper et al. [9] designed a 
CameraMan robot for a nanohandling system, which can 
move a microscope in different view angle. However the 
speed of the motion is limited by the weight of the 
microscope. The development of smart optical system with 
adjustable optical parameters becomes a promising solution. 
One example is the Adaptive Scanning Optical Microscope 
(ASOM) invented by Potsaid et al. [10]. Through the 
integration of a scanning mirror and deformable mirror, the 
ASOM can steer a sub-field-of-view in a large area. This 
system has been applied in microassembly and micro 
manipulation. Another example is the Wide-Angle View 
Endoscope System invented by Kobayashi et al. [11], which 
can observe a wide area without moving the endoscope.  

In previous publications [12-16], an optomechatronic 
system that has been termed a VVIS (Variable View Imaging 
System) is introduced. In this paper, we show an application 
of the VVIS in microassembly tasks where variable view is 
very useful in changing the size and position of the FOV to 
cover varying work space and changing the viewing direction 
to avoid occlusions. 

II. SYSTEM CONFIGURATION 
Fig. 1 shows the layout of the VVIS and the microassembly 
system attached in the object space. The view position and 
angles can be steered by special designed active optical 
component. In order to realize this function, the idea is to 
design the vision system with active components which 
mimic the function of robot. To steer the view orientation, 
double wedge prisms are applied which can steer the beam in 
any direction in a cone. This function is similar to a camera 
installed on a pan/tilt stage. To steer the view position, the 
telecentric scanner is applied, which is similar to a camera 
installed on the translation stage. In order to steer the both of 
view position and orientation, these two active optical 
components can be integrated into one system. 
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Fig. 1. Configuration of the microassembly system attached in the VVIS. 

 
The microassembly system includes a 3DOF 
micromanipulator which has a repeatability of 0.1 um in Z 
and Y directions and 3 um in X direction. Z and Y stages are 
actuated by DC motors and the range is 15 mm. X stage is 
actuated by a step motor and the range is 35mm. Due to the 
shortage of ports on the computer for the VVIS, the 
manipulators are connected to another computer and the two 
computers are connected by serial port. 

III. MICROASSEMBLY TASKS 
In this Section three microassembly tasks are presented that 
representatively show the necessity of the VVIS in assembly 
process. Those tasks are shown in Fig. , and the dimension of 
each object is shown in Fig. 3.  
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Fig. 2. MEMS Microassembly tasks: (a) Task1: micro part with a single leg 
(b) Task2 : micro part with multi-legs (c) Task3 : micro part with obstacles. 
 
The first task is mating a micro part with a single leg and a 
micro slot that are initially located 6mm apart each other as 
shown in Fig. 2 (a), and the second task is to insert multi-legs 

into multi-holes as shown in Fig. 2 (b). The third task is to 
insert the multi-legged part to the multi-holes having other 
objects around them which cause severe occlusion as shown 
in Fig. 2 (c). For those tasks, vision-guided assembly task 
cannot be performed successfully using fixed vision systems 
due to small FOV and occlusion issues as represented in the 
exemplary case shown in Fig. 4. In that, the image features 
(C1, C2) are occluded by the parts (Fig. 4 (a)) or they are not 
obtained in one image due to their initial distance (Fig. 4 (b)). 
These problems can be solved by introducing the VVIS to 
change the viewing direction or extending the FOV. The third 
task shows more complicated situation that not only those 
parts to be assembled but also other obstacles also occludes 
the image features. In that case finding the best viewing 
direction to avoid the occlusion problem is important as 
shown in Fig. 5 and this may not be found if the viewing angle 
is not adjustable.  
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Fig. 3. Dimension of micro parts: (a) micro slot (b) micro electrode (c) micro 
part with multi legs (d) micro holes. 
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 Fig. 4. Issues for the 1st task when using a conventional optical system: (a) 
occlusion and (b) small FOV. 
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Fig. 5. Images from different views in the third experiment. 
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Fig. 6. Microassembly process. 

IV. PROCESS FOR THE VISION GUIDED MICROASSEMBLY 
The microassembly tasks introduced in the previous section 
are peg-in-hole task. The goal of those tasks is to align the 
features on pegs to the corresponding ones of the holes and to 
insert them. However, because of small FOV and occlusion 
during assembly, the operation of the optical system should 
be considered to supply sufficient vision information during 
the microassembly. The assembly strategy using the VVIS is 
shown in Fig. 6. First, a combined FOV can be achieved by 
moving the FOV, which covers both targets.  Then the peg is 
moved to the hole so that both targets are in one FOV. The 
third step is to align the unoccluded features on peg and hole. 
The fourth step is to change the view direction to observe the 
occluded feature. Then these features are aligned in the fifth 
step. The final step is to insert the peg into the hole.  

In aligning steps (third and fifth), corner features are 
extracted to calculate the error between the current position 
and the desired one. For the ith feature point, (ui, vi)T, and its 
corresponding destination, (udi, vdi)T,

 

position error vector can 
be defined as follows: 
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where n is the number of the feature points.  
Then, the velocity command for the gripper can be obtained 
as follows: 
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where k is gain factor and J is the image Jacobian defined as 
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where K is a camera scaling factor and m is the magnification 
of the system. The feedback gain k can be adjusted case by 

case. 
For the first task, the whole process is considered, but in the 
second and third tasks, we assume the peg and hole are 
already close enough to be inside of one FOV.  

A. Assembly process for Task1 
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Fig. 7. Process for the first microassembly task. 
 
The whole process of the first task is shown in Fig. 7. In step1, 
a combined FOV is obtained which can cover both the micro 
electrode and the micro slot as shown in Fig.8. Then the 
corner feature is captured by Harris Conner detector as shown 
in Fig.8, where p1, p2, p3 and p4 are corners on the electrode 
and p1’, p2’, p3’ and p4’ on the slot. In step2, the electrode 
moves towards to the slot. Visual servoing is applied here to 
guide the feature point p3 on the electrode to a desired point pd 
which is near to the micro slot. The velocity command for the 
gripper is calculated using (2).  
 

 
Fig.8. The combined FOV and definition of corner points. 
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Fig. 9. Alignment of line l1 with l1’, (a) removing the angular error (b) 
removing the position error. 
 
In step3, the unoccluded feature line l1 and l1’ are aligned as 
shown in Fig.9. In order to remove the angular error, the 
command for rotation stage is defined as follows, 
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where kω is the gain factor. In order to remove the position 
error, virtual desired points are defined as an intersection 
point between l1’ and the normal of the line l1’ from p1 and p3. 
In step4, a view to avoid occlusion is obtained by the VVIS 
for the interest surface. 
In step5, the feature lines l3, l2 are aligned with the feature 
lines l3’ and l2’ as shown in Fig. 20. The lines l2’ and l3’ are 
obtained by detecting the corners on the line.  Then the center 
line l23’ between l2’,l3’ is obtained.  The point P56 is the center 
point between the corner point P5 and P6. Then the virtual 
desired points Pv23’ is obtained by the intersection between 
the normal of l23’ through p56 and the line l23’.  In this step, the 
point P56 moves to the virtual desired point Pv23’. The 
command for the gripper is calculated using (2).  

In step6, the micro electrode is inserted into the slot as 
illustrated in Fig. 31. The center point p56 between the corner 
point p5, p6 on the electrode moves to the center point p56’ 
between the corner point p5’ and p6’. The command for the 
gripper is defined as  

56564 pp −′= kVz
 (5) 
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Fig. 20. Alignment of line l2, l3 with l2’,l3’. 
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Fig. 31. Inserting the micro part. 

 
 

B. Assembly process for Task2 
In the second task, we assume the objects are in inside of one 
FOV, and the angular error between the two parts has been 
removed. Therefore, only the last four steps in Fig.  are 
considered. The overall process is shown in Fig. 42. The first 
two steps are similar to those in the first task. In step3, the 
virtual points p23’, p45’, p67’ are the perpendicular foots of 
points p23, p45 and p67 to the line l23’, l45’, l67’ as depicted in Fig. 
53. Line l23’ is the center line of l2’and l3’. L45’ is the center 
line of l4’ and l5’. L67’ is the center line of l6’ and l7’. In this 
step, the points p23, p45 and p67 moves to the virtual desired 

points p23’, p45’, p67’. The command for the gripper is 
obtained by (2). In step4, the micro part is inserted to the 
micro hole. The virtual points ph23’, ph45’ and ph67’ on the hole 
are the center points between two corner of holes as depicted 
in Fig. 64. The goal is to move the points p23, p45 and p67 to the 
virtual points ph23’, ph45’ and ph67’, which will guide the micro 
part into the micro hole. The command for the gripper is 
defined as follows, 
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where k6 is the gain factor, T is a safety threshold, which is 
defined as 20 pixels to avoid collision between two parts. 
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Fig. 42. Process for the third microassembly task. 
 

C. Assembly process for Task3 
For the third task, the process is almost similar to the second 
one but some peripheral obstacles that occlude the surface of 
interst in step 3. The interest surface and configuration of the 
micro parts are shown in Fig. 5. The view planning method 
proposed in [7] is applied here. In this method, the best view 
angle is calculated by maximize the resolution of the interest 
surface under acceptable occlusion level. The view position is 
steered by visual feedback method which can keep the target 
inside of field of view. 
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Fig. 15. Configuration of micro parts in Task 3. 
 

 
Fig. 76. Image of the combined FOV. 

 

 
Fig. 87. Snapshots during step1.  

 

V. EXPERIMENTAL RESULTS 

A. Task1 
In step1, in order to detect the object in a big work space, a 
combined FOV is obtained as shown in Fig. 76. The 
combined FOV includes 12 unit FOVs, of which the 
dimension is 5.21×6.88mm2. The dimension of combined 
FOV is 15.63mm×20.64mm. The resolution of each view is 
10 um. As can be seen, a large FOV with high resolution can 
be obtained using the VVIS. During step2, the micro 
electrode is moved towards the slot. Some snapshots are 
shown in Fig. 87. As can be seen, initially 3 unit FOVs were 
combined and after 50 iterations, the combined FOV only 
consist of 2 unit FOVs. In the final state, only one view is 
needed. During step3, the angular and position errors between 
the parts are removed by visual servoing. In step4, the best 
view angle is calculated using the potential field method [7]. 
Their corresponding images are shown in Fig.19. As can be 
seen from the image, the occluded surface can be observed in 

the view generated by the proposed system. In step5, the peg 
and the slot are again aligned. Some snapshots are shown in 
Fig. 20.  As can be seen, the occluded featured can be 
observed and aligned using the VVIS. The final step is to 
insert the electrode into the slot. Some snapshots are shown in 
Fig.0.  As can be seen from the image, the image error 
converges to 0 after 300 iterations. The final image shows the 
success of the microassembly. 

 
 

 
Fig.18. The four view states during the change of the view angle. 
  

 
Fig. 19. Snapshots during alignment in the step5 of the first task. 

 

 
Fig.20. Snapshots of the step6 of the first task. 

 

B. Task2 
The second task is assembly of a multi-legged part and multi 
slots. The aligning methods are explained in the previous 
section and basically the same as that of the first task. After 
that, view direction is changed to avoid occlusions. As in the 
case of Task1, potential field is generated according to the 
view planning method [7]. Some snapshots of view direction 
change and their corresponding prism configurations are 
shown in Fig. 91. In the step3, the image features of each part 
are again aligned, and some snapshots are shown in Fig. 102. 
The image error is converged to 0 after 210 iterations. Then 
the legged part is inserted into the hole, as shown in Fig. 113. 

C. Task3 
In the third task, most of the assembly process is same as 

the second one but step2, the occlusion avoidance. The 
interested surface is occluded by other two objects as shown 
in Fig. 124. In order to avoid that occlusion, the view 
planning method [7] was applied, and Fig.25 shows some 
view states during the view change. As shown in the last 
image, the micro hole can be observed without occlusion. 
Because the micro holes are visible, the legged part can be 
aligned and inserted into the holes in the same way as Task2. 
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Fig. 91. Snapshots during the view change in the second task.  

 

 
Fig. 102. Snapshots during assembly in the step 3 of the second task.. 

 

 
Fig. 113.Final state in the second task.. 

 

 
Fig. 124. The occlusion in the third task. 

 

 
Fig.25. Snapshots during the view change in the third task 

 

 
Fig.26. The final image of assembly in the third task. 

VI. CONCLUSION 
In this paper, we demonstrated the feasibility of applying 

VVIS in microassembly tasks which otherwise cannot be 
performed successfully due to limited FOV and occlusion 

problems through three representative cases. The small FOV 
problem could be handled by stitching unit FOVs, and 
occlusion problem could be solved by changing the view 
direction. The experimental results show that the VVIS is 
very useful in vision-guided micromanipulation tasks owing 
to its flexibility. Full automation of the process is left as a 
future work.  
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