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Abstract—In this project, the main focus is to apply image processing techniques in computer vision through an omnidirectional vision system to agricultural mobile robots (AMR) used for trajectory navigation problems, as well as localization matters. To carry through this task, computational methods based on the JSEG algorithm were used to provide the classification and the characterization of such problems, together with Artificial Neural Networks (ANN) for pattern recognition. Therefore, it was possible to run simulations and carry out analyses of the performance of JSEG image segmentation technique through Matlab/Octave platforms, along with the application of customized Back-propagation algorithm and statistical methods as structured heuristics methods in a Simulink environment. Having the aforementioned procedures been done, it was practicable to classify and also characterize the HSV space color segments, not to mention allow the recognition of patterns in which reasonably accurate results were obtained.

Index Terms—pattern recognition, image segmentation, mobile robots, computer vision

I. INTRODUCTION

ALGORITMS for crops inspection and planting area avoidance obstacle navigation, work mainly with images composed of complex objects, textures, shadows and brightness. Several segmentation algorithms proposed in literature [1], [2], [3] were designed to process images originally characterized by the above-mentioned items. Additionally, agricultural automation may take advantage of computer vision resources, which can be applied to a number of different tasks, such as inspection [4], classification of plants [5], [6], [7], estimated production [8], automated collection [9] and guidance of autonomous machines.

Bearing the afore-named in mind, the present project used both JSEG segmentation algorithm [10] and multilayer perceptron (MLP) in order to segment and therefore classify images into the following classes: navigable area, planting area, and sky. The approach tried to segment classification deploys an artificial neural network (ANN) – iRPROP algorithm, faster than usual Back-propagation algorithm [11] – to classify and characterize the segments into three classes. A feature vector was formed with color channels histograms. After training, the mean squared error (MSE), which was obtained in the different ANN topologies, indicated the most appropriate topology. Ultimately, the results achieved by segment classification were used to create the image-class map. After segmentation, it was necessary to identify and classify the segments. Each one can be represented by a feature vector. Several metrics (vector bundle) can be part of a feature vector, however, a subset of those which describes and evaluates appropriate classes of segments was chosen.

This article presents the following structure: 1) construction of the system unit – omnidirectional vision system modeling; 2) polar-to-cartesian transformational method; 3) JSEG image segmentation and processing; 4) classification results from probabilistic methods and ANN for pattern recognition matching [12]; 5) conclusion and forthcoming works.

II. OMNIDIRECTIONAL VISION SYSTEM MODELING

Several previous works have described different kind of mirrors in catadioptric systems for omnidirectional vision acquisition as described below. Typically, these systems consist in a convex mirror fixed in front of a camera that also remains fixed with its lens facing up.

A vision system set with a single center of projection [13] generates any projected image on any defined and known plane. So it is possible to generate perspective or panoramic images without distortions. In more specific works, a vision system is developed, which uses an orthographic projection camera and a parabolic mirror, with simulation software that allows manual adjustment of perspective projection properties (vision virtual direction, field of view and camera magnitude) [14], [15]. Another
work [16] uses an omnidirectional system in an application of visual servo control of a mobile robot, thus avoiding that a pan/tilt mechanism point directly to the interest target.

A catadioptric system with single center of projection was also developed, which is composed of a perspective projection camera and a hyperbolic mirror, which allows the acquisition of perspective and panoramic projections without distortion. The author also shows the epipolar curves/geometry for this type of system, which calculates distances based on stereo vision. The epipolar geometry between two images of the same scene, captured by similar cameras, is the intersection geometry of both image planes (I and I’), with the planes bundle that has the base line (line that connects both optical centers, O and O’) as axis [17].

Among the above-mentioned referenced works, this one aims to build a hyperbolic mirror similar to the catadioptric system described above. The hyperbolic mirror with a perspective projection camera would allow image acquisition with single projection center in an omnidirectional system (panoramic or perspective images).

Omnidirectional computer vision systems make the acquisition of image within a 360° field of view practicable. The arrangement of convex hyperbolic mirrors with lenses makes a computer vision system structure with larger vertical field of vision [18], [19], [20].

The angle of elevation (\(\phi\)) is the angle of incidence of light on the mirror surface, and the radial angle (\(\psi\)) corresponds to the angle of reflection of light into the image acquiring device. Thus, a pixel coordinate in perspective projection is related to a light-ray direction that reaches the camera sensor and forms a pixel in the polar image, as illustrated in Fig. 1 and Fig. 2.

The above-named relation can therefore be determined by geometrical functions and exemplified by the following equations.

\[
\tan \phi = \frac{f_p \sin \phi_o + v_p \cos \phi_o}{f_p \cos \phi_o} \\
\tan \theta = \frac{(f_p \cos \phi_o - v_p \sin \phi_o) \sin \theta_o - u_p \cos \theta_o}{(f_p \cos \phi_o - v_p \sin \phi_o) \cos \theta + u_p \sin \theta_o}
\]

To correct the panoramic images into perspective ones, the method namely direct transformation from Polar to Cartesian coordinates was employed.

Fig. 2. Geometric relations of the perspective images.

III. POLAR-TO-CARTESIAN TRANSFORMATION METHOD

This correction method is based on a Polar-to-Cartesian transformation. The radius of the omnidirectional image acquired by the system is linearly mapped as the \(y\) coordinate and the angle in the same image are mapped in the omnidirectional \(x\) coordinate of the rectified image (\(x_{in}\) and \(y_{in}\) as input omnidirectional coordinates and \(x_{out}\) and \(y_{out}\) as output panoramic coordinates). According to this method, if the center of the image is considered the origin (0,0) and all variables assume values between 0 and 1, equation (3) is used to do the correction.

\[
x_n = y_{out} \cos(2\pi x_{out}) \\
y_n = y_{out} \sin(2\pi x_{out})
\]

A panoramic image acquisition in a 360° field of view is transformed from Polar to Cartesian coordinates. The
azimuth angle, also known as meridian angle, which manifests itself by the incidence direction of the light-ray onto the angular compass in the coordinated original image, is mapped on the horizontal coordinate axis of the panoramic image, and the radial coordinate in original image is mapped on the vertical coordinate axis of the same image, with omnidirectional, panoramic and binary imaging view processes as illustrated in Fig. 3.

IV. JSEG IMAGE SEGMENTATION

![Fig. 3. Omnidirectional, panoramic and binary imaging process after Polar-to-Cartesian correction method.](image)

Color images with homogeneous regions are segmented with an algorithm to generate clusters in the color space/class (different measures classes in spectral distribution, with distinct intensity of visible electromagnetic radiation at many discrete wavelengths) [21], [22]. One way to segment images with textures is to consider the spatial arrangement of pixels using a region-growing technique whereby a homogeneity mode is defined with pixels grouped in the segmented region. Furthermore, in order to segment texture images one must consider different scales of images.

The JSEG algorithm segments images of natural scenes properly, without manual parameter adjustment for each image and simplifies texture and color. Segmentation with this algorithm passes through three stages, namely color space quantization (number reduction process of distinct colors in a given image), hit rate regions and similar color regions merging.

In the first stage, the color space is quantized with little perceptual degradation by using the quantization algorithm [23] with minimum coloring. Each color is associated with a class. The original image pixels are replaced by classes to form the class maps in the next stage. Before performing the hit rate regions, the J-image - a class map for each windowed color region, whose positive and negative values represent the edges and textures of the processing image - must be created with pixel values used as a similarity algorithm for the hit rate region. These values are called ‘J-values’ and are calculated from a window placed on the quantized image, where the J-value belongs.

In order to calculate the J-value, $Z$ is defined as the set of all points of quantized image, then $z = (x, y)$ with $z \in Z$ and being $m$ the average in all $Z$ elements. $C$ is the number of classes obtained in the quantization. Then $Z$ is classified into $C$ classes, $Z_i$ are the elements of $Z$ belonging to class $i$, where $i=1,...,C$, and $m_i$ are the element averages in $Z_i$. The J-value is as follows:

$$J = \frac{S_B}{S_W} = \frac{(S_T - S_W)}{S_W}$$  \hspace{1cm} (4)

$$S_T = \sum_{z \in Z} \|z - m\|^2$$  \hspace{1cm} (5)

$$S_W = \sum_{i=1}^{C} \sum_{z \in Z_i} \|z - m_i\|^2$$  \hspace{1cm} (6)

The sequential images, on Fig. 4, evince not only the color quantization (spatial distributions forming a map of classes), but also the space segmentation (J-image representing edges and regions of textured side). Several window sizes are used by J-values: the largest detects the region boundaries by referring to texture parameters; the lowest detects changes in color and/or intensity of light. Each window size is associated with a scale image analysis. The concept of J-image, together with different scales, allows the segmentation of regions by referring to texture parameters.

Regions with the lowest values of J-image are called valleys. The lowest values are applied with a heuristic algorithm. Thus, it is possible to determine the starting point...
of efficient growth, which depends on the addition of similar valleys. The algorithm ends when there are spare pixels to be added to those regions.

V. SEGMENTS CLASSIFICATION AND ANN

Due to the nature of nonlinear vectors, it is fundamental that an ANN-based pattern classification and recognition be used. Multi-Layer Perceptron (MLP) [24] was implemented through a customized back-propagation algorithm for complex patterns. Derived from back-propagation, the iRPROP algorithm (improved resilient back-propagation) [25] is both fast and accurate, with easy parameter adjustment. It features an Octave [26] module which was adopted for the purposes of this work and it is classified with HSV (H – hue, S – saturation, V – value) color space channels histograms of 256 categories (32, 64, 128 and 256 neurons in a hidden layer training for each color space channel: H, HS, and HSV). The output layer has three neurons, each of them having a predetermined class.

![JSEG image segmentation process](image1.png)

![JSEG image segmentation process](image2.png)

![ANN schematic topology](image3.png)

![ANN schematic topology](image4.png)

All ANN-based topologies are trained with a threshold lower than 0.0001 mean squared errors (MSE), the synaptic neurons weights are initiated with random values and the other algorithm parameters were set with Fast Artificial Neural Network (FANN) library [27] for Matlab (Mathworks Inc.) platform. The most appropriate segment and topology classifications are those using vectors extracted from HSV color space. Also, a network with less MSE in the HSV-64 was used so as to classify the planting area; for class navigable area (soil), HSV-256 was chosen; as for the class sky, the HS-32. Tab. 1 shows the previously data.

<table>
<thead>
<tr>
<th>MSE</th>
<th>Neurons</th>
<th>Navigation area</th>
<th>Planting area</th>
<th>Sky</th>
</tr>
</thead>
<tbody>
<tr>
<td>HS</td>
<td>32</td>
<td>0.089143</td>
<td>0.094905</td>
<td>0.023409</td>
</tr>
<tr>
<td>64</td>
<td>0.099398</td>
<td>0.045956</td>
<td>0.089776</td>
<td></td>
</tr>
<tr>
<td>128</td>
<td>0.049100</td>
<td>0.095064</td>
<td>0.097455</td>
<td></td>
</tr>
<tr>
<td>256</td>
<td>0.057136</td>
<td>0.099843</td>
<td>0.034532</td>
<td></td>
</tr>
<tr>
<td>HSV</td>
<td>32</td>
<td>0.089450</td>
<td>0.022453</td>
<td>0.067545</td>
</tr>
<tr>
<td>64</td>
<td>0.059981</td>
<td>0.010384</td>
<td>0.082364</td>
<td></td>
</tr>
<tr>
<td>128</td>
<td>0.049677</td>
<td>0.078453</td>
<td>0.043493</td>
<td></td>
</tr>
<tr>
<td>256</td>
<td>0.038817</td>
<td>0.079856</td>
<td>0.045643</td>
<td></td>
</tr>
</tbody>
</table>
VI. NORMALIZATION AND FEATURE EXTRACTION

This section tackles how statistical methods were employed as a combination of results with ANN as structured heuristics method, showing how accuracy in non-linear features vectors can be best applied in a MLP algorithm with a statistical improvement, which processing speed is essentially important, for patter classification. The MSE results for each topology, shown in Table 1, were partitioned to eliminate the feature vectors that are distant from the class centroids, so the classifier will deal in less dispersed vectors. Upon observing the following table, which shows the vector distribution in five training sets (20%, 30%, 50%, 70% and 100%), this work approached two probabilistic classification methods in order to match final pattern recognition results with ANN: Bayes theorem and Naive Bayes.

<table>
<thead>
<tr>
<th>%</th>
<th>RGB</th>
<th>HSV</th>
<th>RGB</th>
<th>HSV</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>1029</td>
<td>5486</td>
<td>34</td>
<td>1024</td>
</tr>
<tr>
<td>30</td>
<td>1345</td>
<td>5768</td>
<td>54</td>
<td>1342</td>
</tr>
<tr>
<td>50</td>
<td>1390</td>
<td>6094</td>
<td>130</td>
<td>1390</td>
</tr>
<tr>
<td>70</td>
<td>1409</td>
<td>6298</td>
<td>149</td>
<td>1402</td>
</tr>
<tr>
<td>100</td>
<td>1503</td>
<td>6300</td>
<td>158</td>
<td>1402</td>
</tr>
</tbody>
</table>

Navigation area = NA; Planting area = PA;

RGB space color is used to compare the total number of dimensions in feature vectors with HSV. With a smaller dimension of iterations, HSV was chosen as the default space color. For such iterations inspection, a technique (main component analysis – MCA) uses a linear transformation that minimizes co-variance while it maximizes variance. Features found through this transformation are totally uncorrelated, so the redundancy between them is avoided. Thus, the components (features) represent the key information contained in data, reducing the number of dimensions [28], [29], [30].

In HSV space color, the Bayesian classifiers have produced results which are similar to RGB, where there is a hit rate when the number of dimensions increases in an accuracy average ranging from 20% to 50%, as can be seen in Tab. I. A maximum rate accuracy for HSV is 0.38817, which occurs for 30% and 6777 dimensions. In RGB space color, Bayesian conventional classifiers are identical to Naive results, because as the dispersion of classes increases, there is an average hit rate, which goes up to 50%. The classifiers concerning the number of dimensions are different from the previous ones, which range from 20% and 30%, where hit rates fall as the number of dimensions increases.

As a consequence, Bayesian classifiers in HSV space color, outperforms the other classifiers as shown in Fig. 6. The average rate of achievement value, together with the number of dimensions draw a linear convergence for all vector distribution in the five training sets. Although the three methods deliver different performances, yet similar behavior, because the hit rate of the class sky tends to improve owing to the increase in the number of dimensions. Navigation and planting area classes are listed as false feature vectors by the texture similarities in training, which means that ANN and Bayesian must be coupled for improved results.

VII. CONCLUSIONS AND FORTHCOMING WORKS

In conclusion, this work presented how efficiency was the segmentation and classification of agricultural scenes for
navigation problem. As the data provided evince, this generated algorithm fulfils the expectations as far as segmenting is concerned, so that it sorts the appropriate classes. As a result, a modular strategy with ANN and Bayes statistical theorem can be an option for the classification of segments with JSEG algorithm. Both JSEG and MLP proved suitable for the construction of an image recognition system.

Upcoming works are likely to employ other segmentation algorithms such as Gaussian filters and Neuro-Fuzzy system, only for pattern recognition though.
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