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Abstract²Tracking multiple moving targets in video is still a 

challenge because of mutual occlusion problem. This paper 

presents a Gaussian mixture probability hypothesis 

density-based visual tracking system with game theory-based 

mutual occlusion handling. First, a two-step occlusion reasoning 

algorithm is proposed to determine the occlusion region. Then, 

the spatial constraint-based appearance model with other 

interacting targets¶ interferences is modeled. Finally, an 

n-person, non-zero-sum, non-cooperative game is constructed to 

handle the mutual occlusion problem. The individual 

measurements within the occlusion region are regarded as the 

players in the constructed game competing for the maximum 

utilities by using the certain strategies. The Nash Equilibrium of 

the game is the optimal estimation of the locations of the players 

within the occlusion region. Experiments conducted on publicly 

available videos demonstrate the good performance of the 

proposed occlusion handling algorithm. 

I. INTRODUCTION 

Tracking multiple moving targets in video is crucial in 

intelligent video surveillance system. It is helpful to activity 

analysis or high-level event understanding. However, the 

mutual occlusion problem makes it a challenge. 

Recently, Gaussian mixture probability hypothesis density 

(GM-PHD) filter [1-3] to multi-target tracking in video has 

received considerable attention. Compared with the 

traditional association-based techniques, the difficulty caused 

by data association is avoided in the GM-PHD filter. 

However, the standard GM-PHD filter-based tracking system 

fails in tracking the individual targets when the mutual 

occlusion occurs among them. This paper focuses on 

proposing an effective algorithm to handle this problem. 

Extensive methods [4-9] have been presented to solve the 

mutual occlusion problem. Though, the problem of tracking 

multiple interacting targets in mutual occlusion is still far 

from being completely solved and remains a challenge. For 

example, Xing et al. [5] build a dedicated observation model 

that maintains three discriminative cues including appearance, 

size and motion. The target appearance is modeled as the 

color histogram in HSV color space in discriminative region 

of the target. The mutual occlusion problem is then handled 
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by a two-way Bayesian inference method. Vezzani et al. [6] 

generate two different images to represent the target model: 

the appearance image and a probability mask. The appearance 

image contains the RGB color of each point of the target and 

the corresponding probability mask reports their reliability. 

However, the appearance models proposed above cannot 

handle the situation when interacting targets have similar 

color distributions. To remedy this, Papadourakis and 

Argyros [7] model the target by using an ellipse and a 

Gaussian mixture model (GMM). The ellipse accounts for the 

position and spatial distribution of an object and a GMM 

represents its color distribution. The occlusion handling 

method proposed is based on both the spatial and the 

appearance components on a target¶s model. Similarly, Hu et 

al. [8] model the human body as a vertical ellipse and use the 

spatial-color mixture of Gaussian appearance model to model 

the spatial layout of the colors in a person. The occlusion is 

deduced using the current states of the interacting targets and 

handled using the proposed appearance model. However, the 

aforementioned appearance models do not consider the 

mutual interferences between the interacting targets, which 

may affect the tracking precision as mutual occlusion occurs. 

To remedy this, a robust appearance model that considers 

both the spatial constraint of the target and the interferences 

of the other interacting targets is proposed. Follow it, an 

effective mutual occlusion handling algorithm based on the 

game theory is proposed. 

Game theory is the study of multi-person decision making, 

which was first proposed by Nash [10]. He stated that in 

non-cooperative games there exist sets of optimal strategies 

(so called Nash equilibrium) used by the players in a game 

such that no player can benefit by unilaterally changing his or 

her strategy if the strategies of the other players remain 

unchanged. Game theory has been applied to disciplines 

ranging from economics to engineering [11]. However, to the 

best of our knowledge, there are a few applications in visual 

tracking [4, 12] and fewer in mutual occlusion handling [4] 

based on the game theory. In this paper, we develop a 

GM-PHD filter-based system with game theory-based mutual 

occlusion handling to track multiple moving targets in video, 

especially to track the interacting targets in mutual occlusion.  
The remainder of this paper is organized as follows. Section 

II presents basic knowledge on the GM-PHD filter. Section III 
first introduces the occlusion reasoning algorithm, and then 
describes the game theory-based mutual occlusion handling 
algorithm. Some experimental results on publicly available 
videos are discussed in Section IV, and followed by 
concluding remarks in Section V. 
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targets in occlusion. Particularly, as several occlusions 

simultaneously occur in different targets groups (shown as 

t=723 and t=728 in Fig. 6), the ITS still can robustly track the 

targets in each occlusion region. 

B. Quantitative Analysis 

The CLEAR MOT metrics [16] are used to evaluate the 

occlusion tracking performance. The metrics return a 

multi-object tracking precision (MOTP) score and a 

multi-object tracking accuracy (MOTA) score. The MOTA is 

composed of the miss rate (MR), the false positive rate (FPR), 

and the mismatch rate (MMR). We compare the ITS with the 

STS and the state-of-the-art tracking systems according to the 

CLEAR MOT metrics. 

Comparison with the STS: As mutual occlusion occurs, 

the STS may lose the targets or track the merged measurement 

as one target. This results in a large MR (shown as in Table I). 

On the contrary, the ITS can robustly handle the mutual 

occlusion problem. The results in Table I show that the ITS 

outperforms the STS both in MOTP and MOTA. 

Comparison with the state-of-the-art tracking systems: 

We also compare the ITS with the state-of-the-art results 

reported in [17-19] for the GDWD�VHW�µ3(76���6¶��shown as in 

Table II), and in [20-22] for the data set µ3(76����¶��shown 

as in Table III). The results in Table II show that the ITS 

achieves a better MOTP score while gets a lower MOTA 

score. The results in Table III show that the ITS outperforms 

the results reported by Breitenstein et al. [21] and Yang et al. 

[22] both in precision and accuracy. When compared with the 

results reported by Andriyenko et al. [20], the ITS achieves a 

better MOTP score while gets a lower MOTA score. The 

 
Fig. 3. Tracking results of the µViSOR¶. First row: detection results. 

Second row: tracking with the STS. Third row: tracking with the ITS. 

 
Fig. 4. Tracking results of the µPETS2006¶. First row: detection results. 

Second row: tracking with the STS. Third row: tracking with the ITS. 

TABLE II 

TRACKING PERFORMANCE COMPARISON WITH THE STATE-OF-THE-ART 

TRACKING SYSTEMS ON THE DATA SET µPETS2006¶ 

System Our ITS 

Joo and 

Chellappa 

[17] 

Torabi and 

Bilodeau [18] 

Zuikifley 

and Moran 

[19] 

MOTP (%) 62.92 49.8 56.87 58.16 

MOTA (%) 86.16 92.21 96.56 98.75 

 

 
Fig. 5. Tracking results of the µCAVIAR¶. First row: detection results. 

Second row: tracking with the STS. Third row: tracking with the ITS. 

 
Fig. 6. Tracking results of the µPETS2009¶. First row: detection results. 

Second row: tracking with the STS. Third row: tracking with the ITS. 

TABLE I 

TRACKING PERFORMANCE COMPARISON BETWEEN THE ITS AND THE STS 

Data set System 
MOTP 

(%) 

MOTA 

(%) 

FPR 

(%) 

MR 

(%) 

MMR 

(%) 

ViSOR 
ITS 85.46 99.36 0.13 0.38 0.13 

STS 67.92 89.53 0.13 10.08 0.26 

PETS2006 
ITS 62.92 86.16 6.43 7.12 0.29 

STS 42.86 34.4 49.21 14.65 1.74 

CAVIAR 
ITS 80.64 78.65 19.56 0.96 0.83 

STS 65.78 33.93 52.73 10.13 3.21 

PETS2009 
ITS 58.47 87.21 0.11 11.45 1.23 

STS 49.76 46.17 0.23 19.94 6.12 
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reason for a lower MOTA score is that we only use a simple 

background subtraction method for object detection. This 

may generate a large amount of noises due to the variable 

environment, and finally many false positives. This could be 

improved by using a more robust object detection method.  

C. Discussions 

Although aforementioned experiments have validated the 

effectiveness of the proposed occlusion handling algorithm, 

some other issues need to be discussed furthermore. 

1) Tracking newborn group targets: As targets firstly 

enter into the scene in group (e.g. target 23 at t=1122 in Fig. 4 

and target 29 at t=507 in Fig. 6), the occlusion handling 

algorithm cannot be invoked. In such cases, the targets are 

tracked as one newborn group target. To solve this problem, 

some more effective object detection methods should be 

incorporated to accurately detect the targets as they firstly 

appear in the scene.  

2) Processing speed: The proposed tracking system is 

implemented in Matlab using a computer with Inter Core 2 

Duo 2.20 GHz and 2 GB of memory. Without any code 

optimization the average runtimes for the above four data sets 

are about 0.4~1.2 frames per second. More than 95% of the 

runtimes are consumed in searching the Nash equilibrium of 

the game, because it is a pixel-wise iteration process. To 

remedy this, employing a more efficient appearance model 

will be helpful and will be explored in our future works. 

V. CONCLUSION 

We have developed a GM-PHD filter-based multi-target 

visual tracking system with the game theory-based mutual 

occlusion handling algorithm. We proposed a simple 

occlusion reasoning algorithm to correctly determine the 

occlusion region. We proposed a robust game theory-based 

mutual occlusion handling algorithm based on the proposed 

target appearance model to deal with the mutual occlusion 

problem. The proposed appearance model improved the 

conventional color histogram-based appearance model with 

the spatial constraint and other interacting targets¶ 

interferences, which was more robust as the targets in 

occlusion had similar appearances. We constructed an 

n-person, non-zero-sum, non-cooperative game and selected 

the Nash equilibrium of the game as the optimal estimation of 

the locations of the players within the occlusion region. 

Experiments conducted on publicly available videos showed 

that the proposed tracking system achieved promising results 

in handling mutual occlusions.  

REFERENCES 

[1] Y.D. Wang, J.K. Wu, W.M. Huang, DQG� $�$�� .DVVLP�� ³*DXVVLDQ�

PL[WXUH�SUREDELOLW\�K\SRWKHVLV�GHQVLW\�IRU�YLVXDO�SHRSOH� WUDFNLQJ�´ in 

10th International Conference on Information Fusion, 2007, pp. 1-6. 

[2] E. Pollard, A. Plyer, B. Pannetier, F. Champagnat, and G. L. Besnerais, 

³GM-PHD filters for multi-object tracking in uncalibrated aerial 

videos�´ in 12th International Conference on Information Fusion, 2009, 

pp. 1171-1178. 

[3] J.J. Wu and S.Q. Hu, and Y. Wang�� ³Probability-hypothesis-density 

filter for multitarget visual tracking with trajectory recognition�´�

Optical Engineering, vol. 49, no. 12, pp.12970-11-12970-19, 

December 2010. 

[4] M. Yang, T. Yu and Y. Wu, ³Game theory-based multiple target 

tracking´, in Proc. IEEE 11th Int. Conf. Computer Vision, Rio de 

Janeiro, 2007, pp. 1-8. 

[5] J. Xing, H. Ai, L. Liu and S. Lao, ³Multiple player tracking in sports 

video: A dual-mode two-way Bayesian inference approach with 

progressive observation modeling´, IEEE Trans. Image Processing, vol. 

20, no. 6, pp. 1652-1667, June 2011. 

[6] R. Vezzani, C. Grana and R. Cucchiara, ³Probabilistic people tracking 

with appearance models and occlusion classification: The AD-HOC 

system´, Pattern Recognition Letters, vol. 32, no. 6, pp. 867-877, April 

2011. 

[7] V. Papadourakis and A. Argyros, ³Multiple objects tracking in the 

presence of long-term occlusions´, Computer Vision and Image 

Understanding, vol. 114, no. 7, pp. 835-846, July 2010. 

[8] W. Hu, X. Zhou, M. Hu and S. Manbank, ³Occlusion reasoning for 

tracking multiple people´, IEEE Trans. Circuits and Systems for Video 

Technology, vol.19, no. 1, pp.114-121, Jan. 2009. 

[9] A. Senior, A. Hampapur, Y. L. Tian, L. Brown, S. Pankanti and R. Bolle, 

³Appearance models for occlusion handling´, Image Vision Computing, 

vol. 24, no. 11, pp. 1233-1243, Nov. 2006. 

[10] J. Nash, ³Two-person cooperative games´, Econometrica, vol. 21, no. 1, 

pp. 128-140, January 1953. 

[11] E.N. Barron, Game theory: an introduction, Wiley, 2008. 

[12] D. Gu, ³A game theory approach to target tracking in sensor networks´, 

IEEE Trans. Systems, Man, and Cybernetics ± Part B: Cybernetics, vol. 

41, no. 1, pp. 2-13, Feb. 2011.  

[13] X. Zhou, Y.F. Li, B. He, T. Bai and Y. Tang, ³Birth intensity online 

estimation in GM-PHD filter for multi-target visual tracking´, in Proc. 

IEEE/RSJ International Conference on Intelligent Robots and Systems, 

Vilamoura, 2012, pp. 3893-3898. 

[14] B.-N. Vo and :�.��0D��³7KH�*DXVVLDQ�PL[WXUH�SUREDELOLW\�K\SRWKHVLV�

GHQVLW\� ILOWHU´�� IEEE Trans. Signal Processing, vol. 54, no. 11, pp. 

4091-4104, Nov. 2006. 

[15] X. Zhang, W. Hu, G. Luo and S. Manbank, ³Kernel-bayesian 

framework for object tracking´, in Proc. 8th Asian Conf. Computer 

Vision, Tokyo, 2007, pp. 821-831. 

[16] K. Bernardin and R. Stiefelhagen, ³Evaluating multiple object tracking 

performance: The CLEAR MOT Metrics´, EURASIP J. of Image and 

Video Processing, vol. 2008, pp. 1-10, Feb. 2008. 

[17] S. W. Joo and R. Chellappa, ³A multiple-hypothesis approach for 

multiobject visual tracking�´ IEEE Transactions on Image Processing, 

vol. 16, no. 11, pp. 2849-2854, November 2007. 

[18] A. Torabi and G. A. Bilodeau, ³A multiple hypothesis tracking method 

with fragmentation handling�´ In Canadian conference on computer 

and robot vision, 2009, pp. 8-15. 

[19] M. A. Zulkifley and B. Moran, ³Robust hierarchical multiple 

hypothesis tracker for multiple-object tracking�´ Expert Systems with 

Applications, vol. 39, no. 16, pp. 12319-12331, November 2012. 

[20] A. Andriyenko, K. Schindler, and S. Roth, ³Discrete-continuous 

optimization for multi-target tracking�´ in IEEE Conference on 

Computer Vision and Pattern Recognition, 2012, pp. 1926-1933. 

[21] M. D. Breitenstein, F. Reichlin, B. Leibe, E. Koller-Meier, and L. V. 

Gool, ³Online multiperson tracking-by-detection from a single, 

uncalibrated camera�´ IEEE Transactions on Pattern Analysis and 

Machine Intelligence, vol. 33, no. 9, pp. 1820-1833, September 2011. 

[22] J. Yang, Z. Shi, P. VeOD��DQG�-��7HL]HU��³3UREDELOLVWLF�0XOWLSOH�3HRSOH�

7UDFNLQJ�WKURXJK�&RPSOH[�6LWXDWLRQV�´�LQ�IEEE Workshop Performance 

Evaluation of Tracking and Surveillance, 2009, pp.79-86. 
 

TABLE III 

TRACKING PERFORMANCE COMPARISON WITH THE STATE-OF-THE-ART 

TRACKING SYSTEMS ON THE DATA SET µPETS2009¶ 

System Our ITS 
Andriyenko 

et al. [20] 

Breitenstein 

et al. [21] 

Yang et al. 

[22] 

MOTP (%) 58.47 56.4 56.3 53.8 
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