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Abstract— A novel idea for improving transparency of teleop-
eration systems with force feedback is presented. This approach
is based on the idea of sensory subtraction presented in [12],
and consists of providing the operator with independently
controlled kinesthetic and cutaneous feedback to improve the
realism of haptic rendering of the remote environment (i.e.,
transparency), while preserving stability. More specifically,
cutaneous force feedback is employed to recover transparency
when a lack of kinesthetic feedback has to be enforced to keep
the teleoperation loop stable. The viability of this approach
is demonstrated with two experiments of teleoperated needle
insertion. Results showed improved performance with respect
to common control techniques not employing the proposed
cutaneous compensation.

I. INTRODUCTION

Teleoperation systems are employed to sense and mechan-
ically manipulate objects at a distance. They are composed
of a slave robot which interacts with a given environment
according to the commands of a master system, commonly
operated by a human. In order to achieve a good illusion
of telepresence, the slave robot should efficiently mimic
the user’s actions and provide him or her with reliable
information about the remote environment [1].

Achieving a good illusion of telepresence relies on sit-
uational awareness. The system needs to make the human
operator aware of the state of the slave system. This is
achieved through different types of information which flow
from the remote environment to the human operator. They
are usually a combination of visual, auditory and haptic
stimuli. In this paper, we consider the problem of efficiently
providing haptic stimuli, since this has an important role in
enhancing the performance in terms of completion time of
a given task [2], [3], accuracy [3], peak [4], [5] and mean
force [5].

The major goals while designing teleoperation systems are
stability and transparency. Researchers have proposed a great
variety of transparency- and stability-optimized bilateral con-
trollers [6], [7] and it has always been a big challenge to find
a good trade-off between these two objectives. In this respect,
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Fig. 1: Teleoperation system employing cutaneous feedback only.
The force feedback is applied to the fingertips of the operator and
does not affect the position of the end-effector of the master device,
thus opening the haptic loop and making it intrinsically stable.

Sensin‘g\
qs

SLAVE

Actuation

Sensing

passivity [8] has been exploited as the main tool for provid-
ing a sufficient condition for stable teleoperation in several
controller design approaches such as Time Domain Passivity
Control [9], Energy Bounding Algorithm [10] and Passive
Set Position Modulation [11]. In [7], a dual-layer controller
structure is presented. On the one hand, a transparency layer
is in charge of computing the ideal forces to be actuated
at both the master and the slave, regardless of passivity
constraints. On the other hand, a passivity layer modulates
such forces when this is necessary to avoid violations of the
passivity condition, thus guaranteeing stability at the price
of a temporary loss of transparency.

A further possible approach, aimed at achieving stability
and transparency on the master side, consists of avoiding the
usage of any actuators for kinesthetic feedback and providing
alternative forms of feedback using sensory substitution
techniques. In this case, since no kinesthetic feedback is
given, the haptic loop becomes intrinsically stable [12]. Force
feedback is substituted with other forms of stimuli such as
vibrotactile [13], auditory, and/or visual feedback [14]. Along
this line, a technique focusing on enhancing transparency
while preserving the intrinsic stability of the system has been
presented in [12]. In that paper, the authors substituted haptic,
i.e. kinesthetic and cutaneous, force feedback with cutaneous
feedback only, and showed that higher transparency levels
were obtained compared to other conventional sensory sub-
stitution techniques (i.e., visual feedback). This is due to
the fact that cutaneous stimuli are perceived where the user
expects them and provide the operator with a direct and co-
located perception of the contact force. The authors named
this tecnhique sensory subtraction [12]. However, even if
this approach has been efficiently employed in complex
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Fig. 2: The 3-DoFs wearable haptic display prototype. The motors,
acting on the length of three wires, provide the requested force to
the user’s fingertip.

teleoperation scenarios, it usually provides the user with
less transparency than that achieved using kinesthetic force
feedback [15], [16].

In this paper, an approach based on the combination of
kinesthetic and cutaneous feedback is proposed. The idea is
to compute force feedback on the master side according to
the technique in [7] and actuate it via a kinesthetic device
as long as the passivity condition is not violated. As the
passivity layer detects a violation and the kinesthetic device
is thus unable to provide the required feedback, a cutaneous
actuator conveys a suitable amount of force, thus recovering
transparency. The control law in [7] is chosen here for
illustrative purposes, although the proposed approach can be
used on top of several other time domain control algorithms.
This method yields a teleoperation system that is stable as
the chosen control technique guarantees but with improved
realism, since cutaneous feedback conveys the information
that cannot be provided through the kinesthetic channel.

We present experimental validation of the proposed idea
in a benchmark teleoperation scenario. Task performance
is compared while employing kinesthetic feedback only,
cutaneous feedback only and the mixed approach described
in this work.

II. CUTANEOUS FORCE FEEDBACK

Cutaneous sensations are produced by pressure receptors
in the skin and they are useful to recognize the local
properties of objects such as shape, edges, embossings and
recessed features, thanks to a direct measure of the intensity
and direction of the contact forces [17]. On the other hand,
kinesthesia provides the user with information about the
relative position of neighbouring parts of the body, by means
of sensory organs in muscles and joints [18].

Cutaneous feedback has been widely employed in the
past years, due to the richness of information conveyed
by cutaneous stimuli [17] and the appealing opportunity of
developing haptic devices which are portable, wearable and
inexpensive [19], [18], [20]. Moreover, employing cutaneous
stimuli to provide force feedback in a teleoperation system
makes this system intrinsically stable, since the force fed
back is applied directly to the user’s skin and does not
affect the position of the end-effector of the master device,
thus opening the haptic loop [12] (see Fig. 1). This is
why cutaneous feedback has been efficiently employed in
different teleoperation scenarios [12], [19], [15] and will
be employed here to enhance the transparency of common
teleoperation systems without affecting their stability.

The cutaneous haptic device used in this work is a wear-
able 3-DoF device, presented in [20] and shown in Fig. 2. It
consists of two main parts: the first one is placed on the back
of the finger and supports three small electrical motors; the
other one is a mobile platform in contact with the volar skin
surface of the fingertip. The two parts are connected by three
cables. The motors, by controlling the lengths of the cables,
are able to move the platform towards the user’s fingertip.
As a result, a force is generated, simulating the contact of
the fingertip with an arbitrary surface. The direction and
amount of the force reflected to the user is changed by
properly controlling the cable lengths. Three piezoresistive
force sensors are placed near the platform vertices, in contact
with the finger, in order to measure the components of the
force applied to the fingertips. Further information about the
device can be found in [20].

Note that, since the experiments described in Sec. V con-
sist of 1-DoF telemanipulation tasks, the wearable devices
are used as 1-DoF cutaneous devices (the three cables are
pulled together), so that only forces in the sagittal plane of
the finger are actuated, roughly normal to the longitudinal
axis of the distal phalanx.

III. CONTROL STRATEGY FOR KINESTHETIC FEEDBACK

A passive implementation of a bilateral controller ensures
stable behaviour of the system even in the presence of factors
that could, otherwise, destabilize it. Although passivity is
only a sufficient condition for stability, this is often consid-
ered an elegant solution to prevent unstable behaviour [21].

In this paper we integrate our method with the passivity-
based two-layer approach presented in [7], although other
control techniques can be used. In [7], the authors propose a
control algorithm which is able to guarantee stable behaviour
of bilateral telemanipulation systems in the presence of time-
varying destabilizing factors, such as hard contacts, relaxed
user grasps, stiff control settings, and/or communication de-
lays. The control architecture is split into two separate layers.
The hierarchical top layer, named Transparency Layer, aims
at achieving the desired transparency, while the lower layer,
named Passivity Layer, ensures the passivity of the system
(see Fig. 3a). Separate communication channels connect the
layers at the slave and master levels so that information
related to exchanged energy is separated from information
about the desired behaviour.

Let g,,, and g5 be the displacements of the master and
the slave systems, respectively!. The Transparency Layer
is in charge of displaying the desired behaviour to obtain
transparency by computing the torques 7rr.. to be applied to
the operator/environment. The Passivity Layer is in charge of
checking how the action planned by the Transparency Layer
influences the energy balance of the system. If the passivity
condition is not violated, the planned actions 7pr. can be
directly applied to the system. However, if loss of passivity is
detected, a scaled control action 7pr,. is applied to preserve
stability, resulting in a loss of transparency.

For homogeneity, we are going to stick with the same notation used in

[7].
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(b) Combined kinesthetic and cutaneous feedback.

Fig. 3: Our approach modifies the control strategy in [7] by adding
the opportunity of providing cutaneous feedback when the required
force cannot be conveyed using kinesthesia.

IV. MIXED CUTANEOUS-KINESTHETIC FEEDBACK

We can now introduce our idea with respect to the
control strategy discussed above. When the Passivity Layer
forces the system to alter the kinesthetic feedback given
to the user, the amount of force which gets subtracted is
provided through the cutaneous channel. This is possible
since kinesthetic and cutaneous feedback can be controlled
independently using the devices described in Sec. II. In this
way, we attempt to recover a certain amount of transparency
at the master side.

With reference to Fig. 3b, let 771, be the desired (ideal)
control action at the master side, as computed by the Trans-
parency Layer, and 7pr,,,, the action which is actually applied
to the user by the Passivity Layer 2.

2To be more precise, the action applied is given by Tprm + TrLCm,
where 711, cm, is an additional term used to extract small amounts of energy
from the user, when necessary. Since we are not going to modify this part
of the algorithm, we can safely disregard the presence of 7rrcm, in our
discussion. However, in the experimental evaluation in Sec. V, the algorithm
is correctly implemented.

Fig. 4: Experimental setup. The operator wears two cutaneous
devices. The motion of the haptic device is constrained along one
direction and the position of its end-effector is linked with the
position of the needle.

If, at a given time instant &,

Trim (k) = Tprm(k),

then the control action planned by the Transparency Layer
is being fully actuated through the kinesthetic channel.
Otherwise, the Passivity Layer is acting in order to preserve
the passivity of the system and loss of transparency occurs.

As already discussed, our idea consists of compensating
for this loss of transparency by adding additional cutaneous
force feedback. At any time instant k, the amount of force
to be provided via the cutaneous device is computed as

Tc(k) = TTLm(k) — Tme(k)7

i.e., the force that is currently being cut off by the Passivity
Layer. In this way, the system attempts to provide the
operator with the full force feedback action computed by
the Transparency Layer.

V. EXPERIMENTAL RESULTS

In order to demonstrate the viability and the performance
of our approach, two experiments have been carried out.
The scenario considered is a simulated teleoperated needle
insertion in soft tissue, along one direction [22].

The master side consists of a special handle fixed to the
end-effector of a commercial haptic device (Omega 3 by
Force Dimension), as shown in Fig. 4. The motion of the
haptic device is constrained along one direction by means
of three rigid clamps fixed to the parallel structure of the
haptic device. The operator wears two cutaneous devices on
one hand, one on the thumb and one on the index finger, and
grabs the handle (see again Fig. 4). The position of the haptic
device end-effector (i.e., the position of the user’s fingers) is
linked with the position of the needle.

The task consists of inserting the needle into a soft tissue
and stopping the motion of the hand as soon as a virtual
stiff constraint is perceived, trying to overrun it as little
as possible. The stiff constraint plays the role of an active
constraint, i.e., a software function used in assistive robotic
systems to regulate the motion of surgical implements. The
motion of the surgical tool, the needle in our case, is
controlled by the surgeon, but the system constantly monitors
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(a) needle penetrating the soft tissue

(b) needle penetrating the stiff constraint

Fig. 5: The virtual environment is composed of the needle (black),
driven by the operator, the deformable tissue (blue), and the stiff
constraint (dashed). The position of the needle x,, is linked to the
position of the haptic device end-effector, the position of the stiff
constraint is fixed to zs., and p represents the penetration of the
needle inside the stiff constraint.

its motion and takes action if the surgical tool fails to follow
a predetermined procedure [23]. In this experiment, we
consider an example of a forbidden-region active constraint,
which is in charge of preventing the needle from entering a
specific region of the workspace.

A virtual environment simulating needle insertion has been
implemented, whose model is described in [12] (see Fig. 5).

The operator remotely steering the needle feels a resistive
force while penetrating the tissue, due to its visco-elastic
properties, and an opposing force while trying to pull the
needle out. In real scenarios, these forces are either measured
by force sensors or estimated from other parameters. A
spring (K; = 2 N/m) and a damper (B; = 5 N s/m) are used
to model the contact force F; between the needle and the
tissue, while a spring (K. = 2 N/mm) is used to model the
contact force F. between the needle and the stiff constraint.
For the sake of simplicity we assume that the mass of the
tissue (M; = 1 kg) is concentrated at the contact point.
The viscous coefficient of the body beneath the tissue is
Vi: = 0.7 N s/m. As for the haptic rendering, the interaction
is designed according to the god-object model [24] and the
position of the Omega handle is linked to the needle position
x, moving in the virtual environment. The tissue position
changes according to the interaction with the needle, which
is able to penetrate the surface only when the exerted force
F}, is larger than a predetermined threshold (F}, = 0.1 N).

It is thus possible to discriminate four different operat-
ing conditions for the needle-tissue interaction model here
presented:

e NO contact,

« contact without penetration,

« penetration within the safe area (see Fig. 5a),

o penetration and contact with the stiff constraint (see

Fig. 5b).

In the first case, since the needle is out of the tissue, the
model is designed to feed back no force to the operator and
the surface of the tissue tends to return to its predetermined
initial position. When the needle touches the tissue, but the

werage penetration [mm]
h N
N w

‘mm mm

KC C K

Fig. 6: Experiment #1. Average penetration beyond the stiff con-
straint for the three feedback modalities: kinesthetic and cutaneous
(KC), cutaneous only (C) and kinesthetic only (K).

force Fj, is not yet sufficient to penetrate it, the tissue surface
is deformed by the movement of the needle. As soon as F}, >
F,, the needle penetrates the surface. If the operator steers
the needle towards the unsafe workspace area delimited by
the stiff constraint located at x,., a force is fed back to the
operator in order to act against penetration of the needle in
the forbidden area:

Fsc = _Ksc (xn - xsc)'

The operator visually perceives the part of the needle
outside the tissue and the tissue surface, while the position
of the stiff constraint and the part of the needle inside the
tissue are not visible (see again Fig. 4 and 5). According to
the environment model, the controller computes the forces to
be actuated by the haptic interface and the cutaneous devices,
as described in Sec. IV.

Nine participants (7 males, 2 females, age range 23 —
29) took part in the experiment, all of whom were right-
handed. Six of them had previous experience with haptic
interfaces. None of the participants reported any deficiencies
in their perception abilities. Each participant made eighteen
repetitions of the needle insertion task, with six randomized
trials for each of the following feedback modalities:

« both kinesthetic and cutaneous feedback (i.e., the ap-
proach proposed here, task KC),

« cutaneous feedback only (i.e., the approach employed
in [12], [19], [15], task C),

« kinesthetic feedback only, computed according to the
unmodified algorithm presented in [7] (task K).

Since the goal of the task is to avoid overrunning the
stiff constraint, it is natural to consider, as a measure of
transparency (i.e., of correct perception of the remote envi-
ronment), the penetration p inside the stiff constraint itself,
averaged over the six repetitions of each experiment.

A. Experiment #1

In the first experiment the virtual environment is simulated
at a sampling time 75 = 1 ms, with no transmission delay.
In this case, it turns out that the virtual environment can
almost always be rendered passively using the algorithm in
[7] and, therefore, the Passivity Layer does not alter the
action planned by the Transparency Layer significantly. For
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(a) Position of the master handle (black), needle in the remote environment
(red), stiff constraint (blue), and tissue (green).
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(b) Desired force exerted at the needle’s tip (771 s, red), at the the master
handle (77 s, black) and force actually applied to the user (7p .., blue).

Fig. 7: Experiment #2. Position of the needle, desired and exerted
force vs time, for a representative run, with a 0.2 s network delay
in the haptic loop. Black vertical lines represent the instants when
the depicted trajectory enters the tissue (left) and the stift constraint
(right).

this reason, the actual force provided to the user is (almost)
the same as the desired one, i.e. Tprm = TILm-

Fig. 6 shows the average penetrations beyond the stiff con-
straint for each feedback modality (means and standard devi-
ations are plotted). All column data passed the D’ Agostino-
Pearson omnibus K2 normality test. Comparison of the
means among the feedback modalities was tested using one-
way, repeated measures analysis of variance (ANOVA). The
means of average penetration differed significantly among
the feedback modalities. Post-hoc analyses (Bonferroni’s
multiple comparison test) revealed a statistically significant
difference between task K and KC, and task C. As already
seen in [12], [19], kinesthetic feedback led to better perfor-
mance than employing cutaneous feedback only. However,
even with cutaneous feedback only, all the subjects were
able to feel the presence of the stiff constraint and stop
the motion of the hand as requested. As expected, tasks K
and KC behave very similarly in this case, as the cutaneous
channel is almost never activated there.

B. Experiment #2

In this second scenario, we simulated a 0.2 s commu-
nication delay between the master system and the virtual
environment. The same nine subjects were asked to complete
again the eighteen repetitions of the same needle insertion

—10 1 1 1 1 1 1 1 1
00 2 4 6 8 10 12 14 16

time [s]

(a) Position of the master handle (black), needle in the remote environment
(red), stiff constraint (blue) and tissue (green).

5~

force [N]

_20 I 1 I 1 I 1 I 1
0

2 4 6 8 10 12 14 16
time [s]

(b) Force exerted at the needle’s tip (red) and at the the master handle

(black).

Fig. 8: Experiment #2. Position of the needle and force exerted
versus time, for a representative run with a 0.2 s network delay in
the haptic loop and the desired force 77y, fully rendered via the
kinesthetic channel (Passivity Layer bypassed). Unstable behaviour
arises.

task, with six randomized trials for each feedback modality.
The average penetration inside the stiff constraint was again
analysed.

Fig. 7 shows the positions of the needle (red line), of
the stiff constraint (dashed blue line) and of the tissue
(green line) versus time for a representative run of the
experiment. In this case, the passivity layer is cutting the
kinesthetic feedback while the operator is in contact with
the stiff constraint, and cutaneous compensation is active.
Note that a stable rendering of this virtual environment
via only kinesthetic feedback would not even be possible.
Indeed, if the desired force 77y is fully actuated through
the kinesthetic channel (i.e., the passivity layer is bypassed),
unstable behaviour arises, as it is clear from the experiment
run depicted in Fig. 8. Fig. 9 shows the average penetrations
beyond the stiff constraint for each feedback modality. All
column data passed the D’Agostino-Pearson omnibus K2
normality test. Comparison of the means among the feedback
modalities was again tested using one-way, repeated mea-
sures analysis of variance (ANOVA). In this case, the average
penetration differs among all three feedback modalities. Post-
hoc analysis reveals statistically significant differences.

Tasks employing kinesthetic feedback (KC and K) led
again to better performance than employing cutaneous feed-
back only, as expected. In this case, however, task KC
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Fig. 9: Experiment #2. Average penetration beyond the stiff con-
straint, for the three feedback modalities.

performed better than task K: the average penetration for
task KC was 33.14% lower than for task K. This result shows
the performance improvement in terms of transparency in-
troduced by our approach with respect to the use of only
kinesthetic feedback computed according to the algorithm in
[7]. Moreover, the time needed to complete the given tasks
was recorded as well and no statistical difference was found
between the average values for the three conditions. There-
fore, providing force feedback through a cutaneous channel
in combination with kinesthesia can be considered a viable
technique for improving the transparency of telemanipulation
systems.
VI. CONCLUSIONS

The use of combined cutaneous and kinesthetic force
feedback has been illustrated as a viable mean to improve
the transparency of teleoperation systems at the master side
while guaranteeing stability. This approach can be integrated
into existing control strategies for passive teleoperation. Two
experiments of simulated needle insertion have been carried
out in order to evaluate the performance of the proposed
method. Results show a significant improvement in terms
of transparency compared to the use of either cutaneous or
kinesthetic feedback alone.

Work is in progress to design new cutaneous displays
with better dynamic performance and wearability in order to
improve the results hereby registered. The validation of the
proposed approach on top of other control strategies as well
as the design of ad-hoc controllers for optimal exploitation
of cutaneous feedback are the subject of current research.
Moreover, new experiments aiming at evaluating system’s
performance while interacting with a real environment will
be performed in the next future. Finally, work is in progress
to validate the approach with more subjects.

REFERENCES

[1]1 T. Sheridan, “Teleoperation, telerobotics and telepresence: A progress
report,” Control Engineering Practice, vol. 3, no. 2, pp. 205-214,
1995.

[2] M. Massimino and T. Sheridan, “Teleoperator performance with vary-
ing force and visual feedback,” Human Factors: The Journal of the
Human Factors and Ergonomics Society, vol. 36, no. 1, pp. 145-157,
1994.

[3]

[4]
[5]

[6

=

[7]

[9]

[10]

(11]

[12]

[13]

[14]

[15]

[16]

[17]

(18]

(19]

[20]

[21]

[22]

[23

[24]

4963

L. Moody, C. Baber, T. Arvanitis, et al., “Objective surgical per-
formance evaluation based on haptic feedback,” Studies in health
technology and informatics, pp. 304-310, 2002.

B. Hannaford, “Task-level testing of the jpl-omv smart end effector,”
in Proc. Workshop on Space Telerobotics, vol. 2, 1987.

C. Wagner, N. Stylopoulos, and R. Howe, “The role of force feedback
in surgery: Analysis of blunt dissection,” in Proc. 10th Symposium on
Haptic Interfaces for Virtual Environment and Teleoperator Systems,
2002.

S. Salcudean, “Control for teleoperation and haptic interfaces,” Control
problems in robotics and automation, pp. 51-66, 1998.

M. Franken, S. Stramigioli, S. Misra, C. Secchi, and A. Macchelli, “Bi-
lateral telemanipulation with time delays: a two-layer approach com-
bining passivity and transparency,” IEEE Transactions on Robotics,
vol. 27, no. 4, pp. 741-756, 2011.

A. van der Schaft, L2-gain and passivity techniques in nonlinear
control. Springer Verlag, 2000.

J. Ryu, D. Kwon, and B. Hannaford, “Stable teleoperation with
time-domain passivity control,” IEEE Transactions on Robotics and
Automation, vol. 20, no. 2, pp. 365-373, 2004.

J. Kim and J. Ryu, “Robustly stable haptic interaction control using
an energy-bounding algorithm,” The International Journal of Robotics
Research, vol. 29, no. 6, pp. 666-679, 2010.

D. Lee and K. Huang, “Passive-set-position-modulation framework for
interactive robotic systems,” IEEE Transactions on Robotics, vol. 26,
no. 2, pp. 354-369, 2010.

D. Prattichizzo, C. Pacchierotti, and G. Rosati, “Cutaneous force feed-
back as a sensory subtraction technique in haptics,” IEEE Transactions
on Haptics, vol. 5, no. 4, pp. 289-300, 2012.

R. Schoonmaker and C. Cao, “Vibrotactile force feedback system for
minimally invasive surgical procedures,” in Proc. IEEE International
Conference on Systems, Man and Cybernetics, vol. 3, pp. 2464-2469,
2006.

M. Kitagawa, D. Dokko, A. Okamura, and D. Yuh, “Effect of
sensory substitution on suture-manipulation forces for robotic surgical
systems,” Journal of Thoracic and Cardiovascular Surgery, vol. 129,
no. 1, pp. 151-158, 2005.

D. Prattichizzo, C. Pacchierotti, S. Cenci, K. Minamizawa, and
G. Rosati, “Using a fingertip tactile device to substitute kinesthetic
feedback in haptic interaction,” in Haptics: Generating and Perceiving
Tangible Sensations, Lecture Notes in Computer Science, pp. 125-130,
2010.

C. Pacchierotti, A. Tirmizi, and D. Prattichizzo, “Improving trans-
parency in teleoperation by means of cutaneous tactile force feedback,”
ACM Transactions on Applied Perceptions, 2013. In press.

I. Birznieks, P. Jenmalm, A. Goodwin, and R. Johansson, “Encoding
of direction of fingertip forces by human tactile afferents,” The Journal
of Neuroscience, vol. 21, no. 20, pp. 8222-8237, 2001.

V. Hayward, O. Astley, M. Cruz-Hernandez, D. Grant, and G. Robles-
De-La-Torre, “Haptic interfaces and devices,” Sensor Review, vol. 24,
no. 1, pp. 16-29, 2004.

C. Pacchierotti, F. Chinello, M. Malvezzi, L. Meli, and D. Prattichizzo,
“Two finger grasping simulation with cutaneous and kinesthetic force
feedback,” in Haptics: Perception, Devices, Mobility, and Communi-
cation, Lecture Notes in Computer Science, pp. 373-382, 2012.

F. Chinello, M. Malvezzi, C. Pacchierotti, and D. Prattichizzo, “A three
DoFs wearable tactile display for exploration and manipulation of
virtual objects,” in Proc. IEEE Haptics Symposium, pp. 71-76, 2012.
N. Hogan, “Controlling impedance at the man/machine interface,” in
Proc. IEEE International Conference on Robotics and Automation,
pp. 1626-1631, 1989.

D. De Lorenzo, E. De Momi, I. Dyagilev, R. Manganelli, A. For-
maglio, D. Prattichizzo, M. Shoham, and G. Ferrigno, “Force feedback
in a piezoelectric linear actuator for neurosurgery,” The International
Journal of Medical Robotics and Computer Assisted Surgery, vol. 7,
no. 3, pp. 268-275, 2011.

J. Abbott, P. Marayong, and A. Okamura, “Haptic virtual fixtures for
robot-assisted manipulation,” Robotics Research, pp. 49-64, 2007.

C. Zilles and J. Salisbury, “A constraint-based god-object method
for haptic display,” in Proc. IEEE/RSJ International Conference on
Intelligent Robots and Systems, vol. 3, pp. 146-151, 1995.



