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Using Action Classification for Human-Pose Estimation

Kai-Chi Chan, Cheng-Kok Koh and C. S. George Lee

Abstract— This paper presents a 3D-point-cloud system that
extracts a 3D-point-cloud feature (VISH) from the observation
of a depth sensor to reduce feature/depth ambiguity and
estimates human poses using the result of action classification
and a kinematic model. Based on the concept of distributed rep-
resentation, a non-parametric action-mixture model is proposed
in the system to represent high-dimensional human-pose space
using low-dimensional manifolds in searching human poses.
In each manifold, the probability distribution is estimated by
the similarity of features. The distributions in the manifolds
are then redistributed according to the stationary distribution
of a Markov chain that models the frequency of actions. After
the redistribution, the manifolds are combined according to the
distribution determined by the action classification. In addition,
the spatial relationship between human-body parts is explicitly
modeled by a kinematic chain. Computer-simulation results
showed that multiple low-dimensional manifolds can represent
human-pose space. The 3D-point-cloud system showed reduc-
tion of the overall error and standard deviation compared with
other approaches without using action classification.

I. INTRODUCTION

Human-pose estimation has long been a challenging prob-
lem in robotics and computer vision. The main challenge
concerns reducing feature/depth ambiguity and searching
human poses in high-dimensional human-pose space. In
our previous work [1], we used a depth sensor to reduce
the depth ambiguity and proposed a 3D-point-cloud feature
called VIewpoint and Shape feature Histogram (VISH) to
capture the spatial ordering of orientation and shape of a
human in a 3D point cloud to reduce the feature ambigu-
ity. This work extends our previous work and focuses on
incorporating an action-mixture model into the system to
improve the performance of searching human poses in high-
dimensional space.

In general, the search space grows exponentially with
the dimensionality of human-pose space. Thus, searching
human poses directly is intractable. Existing methods include
dimensionality-reduction methods [2] [3] that project human
poses in high-dimensional space to low-dimensional space.
Human poses are then searched and estimated directly in
the low-dimensional space. Unfortunately, the spatial rela-
tionship in human poses could be lost during the projection.

On the other hand, human poses are commonly assumed
to lie in low-dimensional manifolds because of correlations
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between body parts. Thus, human poses can be estimated
by discovering the low-dimensional manifolds and searching
human poses in these manifolds. Prior knowledge, such
as kinematic relationship [4]-[6], can be used to discover
the manifolds. Furthermore, human actions have been used
recently as prior knowledge [7]. Gall et al. [8] proposed a
model for estimating the prior probability of an action from
action classification to separate 3D-human poses into action-
specific manifolds. Yao ef al. [9] further extended the model
of estimating the prior probability of action in [8] by using
action classification [7].

In this paper, we extend our previous work on a 3D-point-
cloud feature VISH [1] to a 3D-point-cloud human-pose
estimation system by incorporating an action-mixture model
to represent human poses and a kinematic model of a human
into the system to improve the performance of searching
human poses in high-dimensional space. A non-parametric
action-mixture model (AMM) is proposed in the system to
map a VISH-feature input to a corresponding human pose.
It uses low-dimensional manifolds associated with human
actions to represent human-pose space. Using the concept
of distributed representation to represent human poses, a
human pose may appear in more than one action, which
is different from the previous models [8] [9]. For example,
the human pose of hand-waving can appear in the actions of
standing and raising both arms. The probability distribution
of human poses in each manifold is estimated by the sim-
ilarity of features. Then, the distributions in the manifolds
are redistributed according to the stationary distribution of a
Markov chain that models the frequency of actions. Finally,
the action of a VISH-feature input is classified to determine
the weighting coefficients in combining the low-dimensional
manifolds. Since the proposed AMM is derived based on an
instance-based learning algorithm, its human-pose estimates
are in discrete space. We use a kinematic model of a human
to further refine the human-pose estimates in continuous
space to reduce the quantization error. Computer simulations
showed that multiple low-dimensional manifolds can be used
efficiently to represent the high-dimensional human-pose
space. The overall error and standard deviation of human-
pose estimates using the proposed 3D-point-cloud system
were the lowest compared with other approaches without
using the low-dimensional manifolds.

II. SYSTEM FRAMEWORK

The proposed 3D-point-cloud human-pose estimation sys-
tem takes a 3D point cloud as input and produces estimates
of joint positions of a human as output. Figure 1 shows
the framework of the proposed system. From the 3D-point-
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Fig. 1: The proposed 3D-point-cloud system for human-pose estimation. 3D point cloud is represented by a VISH feature to
capture the spatial ordering of orientation and shape from a human. The proposed AMM then uses multiple low-dimensional
manifolds to represent the human-pose space in searching the human pose corresponding to the VISH-feature input. The
refinement model refines the human-pose estimate from AMM in continuous space to reduce the quantization error. The
action and refinement databases are prepared in advance for training the action classifier and the refinement model (a
kinematic model), respectively. The human-pose database is prepared in advance to represent the discrete space of human

poses in each manifold.

cloud input, VISH feature is extracted to capture the spatial
ordering of orientation and shape of a human. Details of the
VISH feature and its extraction can be found in [1].

The proposed AMM represents human-pose space using
low-dimensional manifolds, each of which represents the
space of human poses in one human action. A human-pose
database, which contains the ground-truth human poses, the
corresponding action labels and VISH features, is created to
represent all possible human poses in the human-pose space.
In each manifold, the probability distribution of human
poses is estimated in two steps: estimation and redistribution
steps. The estimation step calculates the Euclidean distance
between the VISH-feature input and the VISH features
from the human-pose database, and produces a probability
distribution of human poses as output. The redistribution
step assigns weights to the probability distributions estimated
from the estimation step in the manifolds according to the
frequency of actions associated with the manifolds. Then, ac-
tion classification is performed on the VISH-feature input to
determine the weighting coefficients in combining the low-
dimensional manifolds. The human pose with the highest
probability will be considered as the human-pose estimate
corresponding to the VISH-feature input. The proposed
AMM is described in more details in Section III.

In human-pose refinement, the human pose estimated
by the proposed AMM is refined in continuous space to
reduce the quantization error in the AMM. The spatial
relationship between body parts is used to refine human-pose
estimates. The body parts are modeled using their position
and orientation, which can be computed based on the joint
positions of the human-pose estimate. A refinement database
is created to train the kinematic model that represents the
spatial relationship between body parts. A more detailed
description of the kinematic model is given in Section IV.

III. ACTION-MIXTURE MODEL

From a 3D point cloud, VISH feature is extracted as
described in [1]. The action-mixture model (AMM) then
maps a VISH-feature input to a corresponding human-pose

estimate based on an instance-based learning algorithm [10].
The learning algorithm can train a non-parametric model
(as shown in Eq. (1)) to represent the human-pose space
without making stronger assumptions about the nature of the
human-pose distributions compared with other parametric
models such as an exponential family of distributions. An
instance contains a ground-truth human pose, the corre-
sponding VISH feature and action label. The instances are
collected in advance to form a database called human-pose
database, denoted as D. Thus, the human-pose database
contains all possible human poses generated at the output.
In the human-pose database, the human poses from the -
th action are grouped to form a subset of the human-pose
database, denoted as D;.

Using the concept of distributed representation, a human
pose can lie in multiple low-dimensional manifolds, where
each manifold corresponds to one action. Mathematically,
the conditional probability of a human pose y is given by

N
P 2)= 2 > alenly | 2), M)
i=1
where x is a VISH-feature input, g;(-) is a weighting
function for the i-th manifold (action), p;(y | ) is the
conditional probability (base distribution) of a human pose
in the 7-th manifold, N is the number of manifolds and Z
is a normalizing constant.
The human pose associated with the VISH-feature input x
is then estimated by finding the human pose with the highest
conditional probability; that is,

y* = argmax p(y | x), 2)

yey
where y* is the human-pose estimate for the VISH-feature
input z, and Y is the set containing all possible human poses
in the human-pose database.

The AMM involves modeling two terms — the weighting
function for each manifold and the base distribution of
human-pose estimation in each manifold. In determining
the weighting function, we use an unnormalized probability
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mass function (pmf) of action classification to represent
the weighting function. The unnormalized pmf is trained
using an action database, which contains VISH features
and the corresponding action labels. We use the bootstrap
aggregating algorithm (i.e., bagging) [11] to train the action
classifier because it has been shown successful in classifying
actions. Details on how to train the action classifier can
be found in [11]. After training, the weighting function
of each manifold is represented by the unnormalized pmf
to determine a weighting coefficient for each manifold for
every VISH-feature input z.

The base distribution is modeled in two steps: estimation
and redistribution steps. The estimation step calculates the
Euclidean distance between the VISH-feature input and the
VISH features from the human-pose database, and produces
a probability distribution of human poses in each manifold
associated with an action. The redistribution step assigns
weights to the probability distributions in the manifolds
estimated in the estimation step according to the frequency
of actions. Note that the redistribution step is different
from the action classification that the redistribution step
utilizes the temporal information of actions in the human-
pose database.

A. Estimation Step

The probability distribution of human poses in the human-
pose database is estimated in each manifold associated with
an action based on the inverse of the Euclidean distance
between the VISH-feature input and VISH features of the
human poses. The unnormalized probability of a human pose
in the ¢-th action, Vi = 1,2,..., N, is defined as

i - m when z’' € A;,
b; (.Z' | x) - 1 1 / (3)
N T when o' & A,
where z’ is the VISH feature of a human pose in the human-
pose database, ¢ is the index of an action, A; is the set of
VISH features, each of which corresponds to a human pose
in D;, z is a small constant to avoid division by zero and ||-||2
is the Euclidean norm. Hence, the unnormalized probability
of a human pose is larger if the VISH-feature input is closer
to the VISH feature of the human pose in the Euclidean
space. We include the factor % in Eq. (3) to penalize the
case when the action associated with a VISH feature from
the human-pose database is different from the action of the
unnormalized probability. The probability of a human pose
in the ¢-th action is then given by

=f (o
p; (' |z
P o) = D @
Zw’eApi (I | :E)
where A is the union of the feature sets A, As, ..., An.

B. Redistribution Step

The probability distributions estimated from the estima-
tion step are weighted according to the frequency of actions.
Assume that given the present action in a sequence of
actions, the past actions are irrelevant for predicting the

future actions. The weight is formulated as the stationary
probability in a continuous-time Markov chain, which is
trained using the VISH features in the human-pose database.
Let X (t) be the continuous-time Markov chain with the
state space I = {1,2,...,N} for t > 0. The state space
contains the indices of IV actions. Assume the Markov chain
is temporally homogeneous. The (4, j) entry of the transition
probability matrix, denoted as @, of the Markov chain X (¢)
is defined as

lim RXW=iX(0)=1) when i # j
Qi,j) =4 "2° (x(h)f\x(o)f')q C6)
}llii% B —H = when i = j.

For i # j, the transition probability measures the jump
rate of the Markov chain from state ¢ to j. For ¢ = j, the
transition probability is the negation of the rate at which the
Markov chain leaves state ¢. The jump rate is estimated by
modeling the transition of actions in a Poisson process [12]
using the temporal information in the human-pose database.

Let A;; be the arrival rate of a state from i to j. The arrival
rate between two actions is calculated by the normalized
dynamic time warping algorithm (DTW) [13] that measures
the similarity between two actions; that is,

when DTW (i, ) < T,

when DTW (i,5) > T, ©)

21

Aij — { 0DTW(7,,])+r
where z; is a constant, 7 is a predefined threshold,
DTW (i, j) is the distance between the i-th and j-th actions
calculated by the normalized DTW and r is a uniform
random variable between 0 and 1.

The normalized DTW is used because actions may be
different in speed. Given two actions, the normalized DTW
calculates their matching cost under the optimal alignment
by warping the two actions. The matching cost of a pair of
frames in two actions is defined as the Euclidean distance
between the VISH features extracted from the 3D point
clouds in the two frames.

As one action can be changed to another action at any
time, we assume the arrival of a state is equally likely at all
time. Thus, if one unit of time is divided into m intervals,
the probability of the arrival of state j from state ¢ in each

interval is /:nJ . The probability of the first arrival after time

t can be approximated by
Aij\tm s
(1= 20 e )

Therefore, the inter-arrival time is exponentially distributed
with rate A;;. Hence, the (i,j) entry of the transition
probability matrix () is given by

Aij when i # j,
Qi,j) = { N
- Zk:l,k;ﬁi Aik

The state space [ is partitioned into a minimum number,
denoted as M, of mutually exclusive and exhaustive sets
such that the continuous-time Markov chain with any of
the M partitioned sets is irreducible. Let Xy (¢) be the
continuous-time Markov chain with the k-th partitioned

(®)

when ¢ = j.
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set I, where k = 1,2,..., M. The transition probability
matrix, denoted as @)y, of the Markov chain X}(¢), can be
formed from the transition probability matrix ) by deleting
its rows and columns of the corresponding actions that are
not in the state space of the Markov chain Xy (¢). If the
Markov chain X (t) is positive recurrent, then the stationary
distribution of the Markov chain Xy (t), denoted as 7, can
be found by solving 7, Qr = 0; otherwise, the stationary
distribution is set to be uniform to indicate equal importance
of each action.

The probability distributions estimated from the estima-
tion step are then weighted according to the stationary
distribution as follows,

pi (@’ | @) = m(i) pr(m/ | ), i€ I, 9)
J€lk

where 7 (¢) is the stationary distribution of state 4 in the
Markov chain Xp,(¢).

The unnormalized base distribution, denoted as p;(y | x),
is defined as the combination of the outputs from the two
steps; that is,

Pily | 2) = uw/pl (@ | 2) + uopl(a’ [ 2),  (10)

where 2’ is the VISH feature associated with the human
pose v, uf and u® are user-defined constants. If u/ is larger
(smaller) than wu“, the probability distribution estimated
from the estimation step will have more (less) influence
on the unnormalized base distribution. The base distribution
pi(y | x) is then derived by normalizing the unnormalized
base distribution as follows,

pily | 9) = 5= Pily| ) (1

yeD; ﬁz(y ‘ JU) .

Using the proposed AMM, the probability distribution of
human poses in each manifold is modeled in the estimation
step. The probabilities of human poses are redistributed
according to the frequency of actions in the redistribution
step. The classification result then aggregates the base dis-
tributions from all actions. The human pose with the highest
probability in the human-pose database will be considered
as the human-pose estimate of the VISH-feature input.

IV. KINEMATIC MODEL

As the human poses estimated by the AMM are in discrete
space, we use a kinematic model as shown in Figure 2(a)
to describe the spatial relationship between body parts of
the human poses estimated from the AMM for reducing
the quantization error in the AMM. Assume there is an
underlying probability distribution governing the position
and orientation of body parts. It is represented by a directed
acyclic graph G = (V, E) as shown in Figure 2(b), where V
corresponds to a set of vertices and E corresponds to a set
of edges. The vertex 1 is a softmax random variable [10] of
the human pose estimated by the AMM. Let V— = V'\ {1}.
Each vertex s € V'~ corresponds to a body part and there is a
random variable, denoted as Oj, representing the orientation
of the body part with respect to its parent in the kinematic

Fig. 2: (a) The kinematic model of a human. (b) The directed
acyclic graph of the kinematic model. The vertices are: 1.
human pose estimated by the proposed AMM, 2. torso, 3.
head, 4. left shoulder, 5. left upper arm, 6. left lower arm,
7. right shoulder, 8. right upper arm, 9. right lower arm, 10.
left hip, 11. left upper leg, 12. left lower leg, 13. right hip,
14. right upper leg, 15. right lower leg. The arrows represent
the dependencies between vertices.

chain. The parent of the torso is set to be null and the
orientation of the torso is measured with respect to the
normal of the floor plane. The length of each body part
is assumed to be fixed and the orientation is represented
by a quaternion. As a result, Oy lies on a 4D manifold. A
(stochastic) configuration, C, of a human is a collection of
body parts; that is, C = {O2, O3, ...,O15}. Let ¢, 0, ..., 015
be the realization of the random variables C, Os, ..., O;s,
respectively. Given the graph G, the probability of a config-
uration ¢ can be written as follows,

p({02,03,...,015} | v1)
= p(027037"'7015)) (12)

p(e) = plc|v1)

where the parentheses and the conditioning event v; are
removed for notational simplicity.

Modeling the probability distribution p(C) is generally
intractable because of the high dimensionality. However, by
exploiting the dependencies in the graph G, the probability
distribution p(C') can be rewritten as

p(C) =[] p(Os | pa(Oy)), (13)

seV—

where pa(-) : V~ — V™ is a mapping from a vertex to its
parent in the kinematic chain except that the torso in V'~ is
mapped to @) (null).

The probability distribution in Eq. (13) is tractable. For
each body part, p(O; | pa(O;)) is assumed to be a Gaussian
distribution with a mean vector p, and a positive-definite
variance matrix Y,; that is,

p(OS |pa(05)) = N(Os | /J/sazs)7 (14)

where V(- | s, X5) is a Gaussian distribution.

To find the parameters ps and X in the kinematic
model, a refinement database, denoted as 7T, is created. The
parameters can then be determined by maximizing the log-
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likelihood,
7] 7l
> logp(c™) = > logp(O7 | pa(O7)),  (15)
n=1 n=1scV~—

where c” is the n-th configuration in the refinement database
T and O is the orientation of a body part at vertex s in
the n-th configuration.

When refining a human pose using the kinematic chain,
body parts are divided into observable and unobservable
groups. The orientation of a body part in the observable
group can be determined by finding the orientation of the
line joining the joint positions at the two ends of the body
part. The joint positions are obtained from the human pose
estimated by the AMM. Inference is made based on the
orientation of the body parts in the observable group to
estimate the orientation of the body parts in the unobservable
group. Mathematically, the set of vertices in the graph G
is divided into evidential (observable) and non-evidential
(unobservable) sets; that is,

Vo=V, UV, and V., NV, =0, (16)

where V™ is the set of evidential vertices and V" is the set
of non-evidential vertices.

Given the orientation of the body parts in V", the orien-
tation in the non-evidential vertices can be estimated by the
most likely configuration, denoted as c¢*, of the probability
distribution of configuration; that is,

*

¢* = argmax p(c|os). (17
ceC, seVe

Based on the factorization structure of the distribution in
the kinematic model, Eq. (17) can be calculated efficiently
using belief propagation [14]. The orientation of body parts
that maximizes Eq. (13) are then converted to a human pose
and averaged with the human pose estimated from the AMM
to output the refined human-pose estimate.

V. COMPUTER-SIMULATION RESULTS

The proposed 3D-point-cloud system was tested on the
Stanford TOF Motion Capture Dataset [6]. There are 28
video sequences in the dataset. We considered each video
sequence as one action. Some example actions are kicking
and rotation. The ground-truth 3D joint locations of the
subject were recorded by a commercial motion-capturing
system. Frames with missing ground-truth 3D joint locations
were ignored. The error metric, ¢, for each video sequence
is defined as

1A 1, -
(= EZ EZ 35, — Jsill2s (18)
s=1 7 i=1

where V¢ is the number of frames of a video sequence for
testing, Ny is the number of 3D joint locations measured by
the motion-capturing system in the s-th frame, js; and j”
are the ground-truth and the estimated 3D locations of the
i-th joint in the s-th frame, respectively, and || - ||2 is the
Euclidean norm.

The dataset was divided into 20% for establishing the
human-pose database, 30% for building the refinement
database, 40% for building the action database and 10% for
testing. To reduce the bias in dividing the dataset, the dataset
was randomly divided 10 times with different random seeds
in each trial. When the dataset was randomly divided, the
proposed system was evaluated using 5-fold cross-validation.
In the estimation step, the constant z in Eq. (3) was set to
0.1. In the redistribution step, the constant z; in Eq. (6) was
set to 1. The threshold 7 was calculated by subtracting the
standard deviation of the values given by DTW from the
mean of the values. When estimating the unnormalized base
distribution, the constants uf and u® were set to 1. The non-
evidential set in the kinematic model contained the vertices
of lower arms and legs.

To evaluate the performance of the proposed AMM and
the kinematic model in the proposed system, we considered
the following three cases:

1) VISH: A human pose was estimated by the nearest
neighbor using VISH features.

2) VISH+AMM: A human pose was estimated by the
non-parametric AMM using VISH features.

3) VISH+AMM-+Kinematic Model: A human pose was
estimated by the proposed 3D-point-cloud system.

Table I shows the errors and standard deviations of
human-pose estimation incurred in these three cases. When
comparing VISH+AMM with VISH, the overall error and
standard deviation in VISH+AMM were reduced compared
with that in VISH. The reduction of the overall error and
standard deviation were about 7.9% and 7.1% respectively. It
showed that the result of action classification in the proposed
AMM was useful in reducing the errors of human-pose
estimates. Using the kinematic model, the proposed system
further reduced the overall error and standard deviation.
When comparing the proposed system with VISH+AMM,
the overall error and standard deviation in the proposed
system were reduced by 8.2% and 9.8%, respectively. When
comparing the proposed system with VISH, the overall error
and standard deviation of the proposed system were reduced
by 15.5% and 16.2%, respectively. Thus, the kinematic
model can reduce the quantization error of the human poses
estimated by the AMM.

TABLE I: The errors (in meters) of human-pose estimation.
Numbers on the left and in the parentheses are the errors and
standard deviations of human-pose estimation, respectively.

VISH
0.0291 (0.0351)

VISH+AMM
0.0268 (0.0326)

Proposed System
0.0246 (0.0294)

Overall

To test the effectiveness of the distributed representation
of a human pose, the system was modified to control the
number of actions (manifolds), denoted as NN,, being con-
sidered in the base distribution for human-pose estimation.
The number of actions N, was varied from 1 (one action)
to 28 (all actions). The 28 actions were first sorted in a
list in descending order according to the unnormalized pmf
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of action classification. Then, the N, actions were selected
from the first NV, actions in the sorted list.

Figure 3 shows the changes of the overall error and
standard deviation of human-pose estimation. In the figure,
when the number of actions N, increased initially, the
overall error and standard deviation incurred by the proposed
system were decreased, showing that multiple actions should
be considered in the system to yield a better representation
of human poses and hence increase the accuracy/precision of
human-pose estimation. As the number of actions N, further
increased, the overall error and standard deviation ceased to
decrease.

The overall error of the human-pose estimates against
the number of actions

0.0350
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Fig. 3: The changes of the overall error and standard
deviation of human-pose estimation using different numbers
of actions.

The results of the proposed system were compared with
the results reported in some existing works using the Stan-
ford TOF Motion Capture Dataset [6]. The overall errors
and standard deviations are shown in Table II. The proposed
system incurred the lowest overall error and standard devi-
ation, showing that the result from action classification and
the kinematic model could reduce the errors in human-pose
estimation. Note that the overall standard deviation in the
proposed system was larger than the overall error because the
human poses in the human-pose database for estimating the
base distribution could not fully describe the human poses
in the test dataset. Thus, for some human poses estimated by
the proposed system, the errors were larger than the errors
of other human-pose estimates.

TABLE II: The overall errors and standard deviations (std.
dev.) of human-pose estimation in the Stanford TOF Motion
Capture Dataset [6].

Error (m) | Std. Dev. (m)
HC and EP Method [6] 0.1 N.A.
Data-driven Hybrid Method [15] 0.0618 0.0424
Exemplar Method [16] 0.038 N.A.
Proposed 3D-Point-Cloud System 0.0246 0.0294

VI. SUMMARY AND CONCLUSIONS

In this paper, we have presented a 3D-point-cloud human-
pose estimation system that extracts the 3D-point-cloud fea-
ture VISH from the observation of a depth sensor to reduce
feature/depth ambiguity and estimates the corresponding
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human pose using the result of action classification and
the kinematic model. Based on the concept of distributed
representation, a non-parametric action-mixture model has
been proposed to represent human-pose space using low-
dimensional manifolds associated with actions in searching
human poses.

In AMM, human poses in each manifold were modeled
using the base distribution without making stronger assump-
tions about the nature of the human-pose distribution com-
pared with other parametric models such as an exponential
family of distributions. Instead, the base distribution was
estimated using an instance-based learning algorithm that
measured the similarity of VISH-features in the estimation
step and frequency of actions in the redistribution step. The
action of a VISH-feature input was then classified by the
bootstrap aggregating algorithm (bagging) to determine the
weighting coefficients in combining the manifolds. As the
human poses estimated by the proposed AMM were in
discrete space, a kinematic model was used to model the
spatial relationship of body parts in continuous space to
reduce the quantization error in the AMM.

Computer-simulation results showed that using multiple
low-dimensional manifolds could represent the human-pose
space and increase the accuracy and precision of human-
pose estimates. The overall error and standard deviation of
the proposed system were reduced compared with existing
approaches without action classification.
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