SDF Tracker: A Parallel Algorithm for On-line Pose Estimation and Scene Reconstruction From Depth Images
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Abstract—Ego-motion estimation and environment mapping are two recurring problems in the field of robotics. In this work we propose a simple on-line method for tracking the pose of a depth camera in six degrees of freedom and simultaneously maintaining an updated 3D map, represented as a truncated signed distance function. The distance function representation implicitly encodes surfaces in 3D-space and is used directly to define a cost function for accurate registration of new data. The proposed algorithm is highly parallel and achieves good accuracy compared to state of the art methods. It is suitable for reconstructing single household items, workspace environments and small rooms at near real-time rates, making it practical for use on modern CPU hardware.

I. INTRODUCTION

Work has been done in recent years to leverage the power of parallel hardware architectures to produce practical real-time solutions for detailed and accurate scene reconstruction (e.g. [1]). These methods have the potential to open new doors to robotic applications in which carefully planned interaction with the physical environment is necessary. The benefits gained from the use of parallel computational hardware depend on the data structure used to represent the environment and the methods used to update and maintain it. This paper presents a highly parallel algorithm for camera pose-estimation and scene reconstruction, made possible by using a distance function as the representation of choice.

We implement a truncated signed distance function (TSDF) over a 3D space by implicit definition through discrete samples on a cubic lattice (also referred to as voxels). At any point in space, the function evaluates to a scalar value that represents the signed distance of that point to the nearest surface in the environment. Closer to a surface the absolute value of the distance decreases, while its sign indicates if a point is behind (negative) or in front (positive) of a surface. Thus the TSDF provides means for distinguishing between points inside and outside of objects. A TSDF facilitates accurate reconstruction of surfaces, provides a metric for the misalignment of new data with respect to previously observed parts of the environment, and encodes the approximate gradient direction towards the closest surface. The TSDF representation is useful for more general robotic applications, since it can be used to quickly and accurately compute surface position, orientation and curvature, which may be relevant to critical tasks e.g., grasp planning, navigation, object detection and collision avoidance [2].

In this article, we propose a 6 DoF ego-motion estimation system that uses depth images as input to maintain an updated 3D map of the environment while simultaneously tracking the camera pose. The proposed algorithm is conceptually simple and trivially parallelized. The map is updated on-line and fuses multiple measurements into a single consistent model, averaging out noise associated with the input. We make available an open-source reference implementation $^1$ using OpenMP $^2$ as a package for the Robot Operating System (ROS) [3] and provide quantitative results on a well-known RGB-D (color and depth images) dataset with known ground truth [4].

This work is related to the Kinect Fusion algorithm proposed by Newcombe et al. [5] by operating in the same problem domain, i.e. that of simultaneous pose tracking of a structured light sensor and data fusion into a model represented as a TSDF. However, the core of our data registration algorithm is quite different. Our method registers data directly to the TSDF model, rather than using it to obtain denoised depth images from a virtual sensor. One of the benefits is that our method does not depend on explicit correspondences. New depth images are registered directly to the model, which is independent of viewpoint and does not suffer from occlusions inherent to perspective projections. The proposed algorithm, like other dense methods, uses all available data from each input depth image. It does so in a parallel fashion, allowing for accurate registration and high quality scene reconstruction at an update frequency of up to 16 Hz (depending on size and resolution of the reconstructed volume). The accuracy of the environment mapping and ego-motion estimation is comparable to current dense reconstruction methods employing commodity structured light sensors. We show that even though our algorithm may accumulate drift over time, it compares well to modern SLAM-based methods that operate on sparse features, while featuring near real-time performance on a system without a GPU.

The next section provides a review of the TSDF as a 3D representation, followed by details of the camera pose estimation algorithm. We present results on an RGB-D benchmark for hand-held SLAM algorithms and finalize with a few concluding remarks.

II. 3D TSDF REPRESENTATION

The properties and methods related to the 3D TSDF representation are very well documented in the work of Curless and Levoy [6] and more recently reviewed in the

$^1$http://code.google.com/p/oru-ros-pkg/, 2012
work of Newcombe et al. [5]. For convenience we will briefly
describe the representation below.

The representation used in this work is a TSDF, based
on projective measurements. The TSDF is a voxel-based
data structure in which each cell in a 3D grid stores an
approximate distance to the nearest surface. A 2D illustration
is shown in Fig. 1 and a real example, following the same
color convention, is given in Fig. 2. For any given voxel,
it distance value is computed as the difference in depth
between its coordinates and the coordinates of the nearest
measured surface point. The comparison is made in the frame
of reference of the camera. The resulting distance assumes
positive values for voxels located in the free space observed
in front of surfaces and negative values for voxels that are
situated behind observed surfaces. The difference in sign is
then used to define a region of “zero distance”, which im-
plcitly represents the actual surface of objects. The distance
values are truncated at pre-defined positive and negative limits, $D_{\text{max}}$ and $D_{\text{min}}$, respectively. The truncation limits
the impact of new observations in the environment to local
changes. Furthermore, a true signed distance function cannot
be computed with certainty from partial observations, since
there is no information as to how far the negative side should
extend on the unseen side of surfaces.

To accurately represent a surface using a TSDF, at least
one non-truncated voxel is needed on both sides of a surface.
In this non-truncated region it is then possible to interpolate
between a negative (inside) and positive (outside) voxel to
obtain an estimated location for the surface (represented by
zero). However, in this work the TSDF is not only used
to represent the surface, but also directly model the error
of a given point with respect to the current model, and
provide a gradient towards the surface. To estimate this
gradient, our method typically requires the number of non-
truncated voxels on either side to be larger than strictly
needed for surface representation. The thickness of this non-
truncated region needs to be related to the amount of physical
camera movement that is expected between frames. It is
important to note that the thickness on either side need
not be symmetric and should preferably be kept small on
the negative side, since it sets a limit for the minimum
dimensions of reconstructed objects.

To improve the quality of the surface reconstruction and
robustness to outliers, each voxel stores not only a signed
distance, but also a weight $W$ that corresponds to the
certainty of the distance value in the cell. As been suggested
by [5], [6] either a uniform weight can be used, producing
a “rolling average”, or the weight $W$ can be related to an
error model of the depth camera. In both cases, the update
of the weight and distance values is as follows [6]:

$$
D_n(x)_{n+1} = D_n(x)W_n(x) + \bar{D}_n(x)\bar{W}(x) \over W(x)_n + \bar{W}(x),
$$

$$
W(x)_{n+1} = \min(W(x)_n + \bar{W}(x), W_{\text{max}}),
$$

where $D_n(x)_{n+1}$ is the updated distance at location $x$ based
on the estimate $\bar{D}_n(x)$. The weight $W(x)_n$ is the accumu-
lated sum (up to a limit $W_{\text{max}}$) of weights $\bar{W}(x)$, associated
with the distances estimated for a particular position in the
voxel grid. Limiting the value of $W$ allows for the model
to change in order to represent new configurations of the
environment and react robustly to dynamic elements. The
volume update can be efficiently done in parallel, since no
dependence is assumed between voxels.

### III. Estimation of Camera Pose

#### A. Notation

Formally, a depth image is a scalar function $z_n(M)$ that
assigns a depth to all pixels of each of the $n = 0 \ldots N$ depth
images in a video stream. The domain of $z_n$ is defined on
the 2D image plane $M \in \mathbb{R}^2$. Formally, $z_n : M \to \mathbb{R}_+$.

Given $z_n(M)$, and knowing the parameters of the depth
camera, 3D surface points can be computed. Let $s_n(M)$
be the projection of a depth image pixel into 3D. Formally,
$s_n : \mathbb{R}^2 \times \mathbb{R} \to \mathbb{R}^3$,

$$
s_n(m) = \begin{bmatrix}
\frac{m_1-c_x}{f_x} z_n(m) \\
\frac{m_2-c_y}{f_y} z_n(m) \\
z_n(m)
\end{bmatrix},
$$

where $m = (m_1, m_2) \in M$ represents an image pixel and
$c_x, c_y, f_x, f_y \in \mathbb{R}$ represent the principal point and focal
lengths of a pinhole camera model. The definition of a 3D
rigid-body transformation, $T \in \mathbb{R}^{4 \times 4} \in SE(3)$ used in
registration of points is,

$$
T = \begin{bmatrix}
R & t \\
0^T & 1
\end{bmatrix}
$$

where $R \in \mathbb{R}^{3 \times 3} \in SO(3)$ is a 3D rotation matrix, $t \in \mathbb{R}^3$
is a translation vector and $0^T$ is a zero vector of appropriate
dimensions. Close to $T = I$, with $I$ being a 4 \times 4 Identity
matrix, we can accurately represent $T$ as $T = e^{\Delta t f}$, where $e$
is the matrix exponential function, $\Delta t$ is a duration of time
(regarded here as unitary) and \( \xi \in \mathbb{R}^6 \in se_3 \) is a vector representing angular and linear velocities, i.e.
\[
\xi = \begin{bmatrix} \omega_1 & \omega_2 & \omega_3 & v_1 & v_2 & v_3 \end{bmatrix}^T
\]
and \( \dot{\xi} \in \mathbb{R}^{4 \times 4} \) is the matrix,
\[
\dot{\xi} = \begin{bmatrix} 0 & -\xi_3 & \xi_2 & \xi_4 \\ \xi_3 & 0 & -\xi_1 & \xi_5 \\ -\xi_2 & \xi_1 & 0 & \xi_6 \\ 0 & 0 & 0 & 0 \end{bmatrix}.
\]

With these definitions, \( T \) can be expressed as a function of \( \xi \), as long as it remains in the neighbourhood of \( \xi = 0 \).

### B. Objective Function
In order to define an appropriate objective function, we first examine a measure of error as the sum of squared distances between corresponding points in 3D, from two consecutive images, i.e.,
\[
E = \sum_i \|s_n(m_i) - s_{n+1}(m_j)\|^2.
\]
such that for every \( i \) we assume that there is a mapping to \( j \) denoting the corresponding pixels in the subsequent image frame. To bring these points into alignment, a transformation is applied to one of the two sets. For convenience we will use a dot to denote a vector written in homogeneous coordinates, e.g., \( \bar{u} = [u \, 1] \), defining an optimization objective as,
\[
\min_{\xi} \sum_i \|s_n(m_i) - T(\xi)s_{n+1}(m_j)\|^2.
\]

Let \( D_n(x) \) be the TSDF, generated from the past \( n \) depth images, as described in Sec. II (for this work updating of \( D_n(x) \) is done through a simple rolling average over past measurements). Using, \( D_n(x) \), the above objective can be approximated as,
\[
\min_{\xi} \sum_i \|D_n(T(\xi)s_{n+1}(m_i))\|^2.
\]

In other words, we are minimizing the sum of squared point-to-model distances, over the space of transformations of the points relative to the model. Note that we no longer require an explicit mapping between \( i \) and \( j \).

### C. Solution
We obtain the solution of the optimization problem defined in (9) by linearizing the objective function by means of a first-order power-series approximation around \( \xi = 0 \), i.e.,
\[
D_n(T(\xi)s_{n+1}(m_i)) \approx D_n(\hat{s}_{n+1}(m_i)) + \nabla_{\xi} D_n(T(\xi)s_{n+1}(m_i)) \xi.
\]

The assumption that we are close to \( \xi = 0 \) holds as long as the inter-frame movement is small, which is true, granted that the camera speed or the time taken to process each depth image is not excessive. Noting that \( T = I \) for \( \xi = 0 \), Eq. (10) simplifies to,
\[
D_n(T(\xi)s_{n+1}(m_i)) \approx D_n(\hat{s}_{n+1}(m_i)) + \nabla_{\xi} D_n(T(\xi)s_{n+1}(m_i)) \xi.
\]

In (11) we identify the summand to the Jacobian matrix as,
\[
J(m_i) = \nabla_{\xi} D_n(s_{n+1}(m_i)),
\]
where \( J(m_i) \in \mathbb{R}^{1 \times 6} \) and return to (9) to plug the new definitions back into the objective.
\[
\min_{\xi} \sum_i \|D_n(s_{n+1}(m_i)) + J(m_i)\xi\|^2.
\]

Expanding the square and simplifying the algebraic expression we end up with,
\[
\min_{\xi} \sum_i J(m_i)^T J(m_i) \xi + 2\xi^T J(m_i)^T D_n(s_{n+1}(m_i)) + D_n(s_{n+1}(m_i))^2.
\]

Carrying out the sum over the pixels in \( M \) for the terms dependent on \( \xi \), we can define the following matrix and vector, respectively,
\[
H = \sum_i J(m_i)^T J(m_i),
\]
\[
g = \sum_i J(m_i)^T D_n(s_{n+1}(m_i)).
\]

Differentiating (14) with respect to \( \xi \) and equating the result to zero, we find the least-squares solution \( \xi^* \) by,
\[
\xi^* = -H^{-1}g.
\]

The set of points are transformed by \( T(\xi^*) \) and the process is repeated for several iterations. The estimated transform represents the incremental change between the current pose and the previous frame. Since the parametrization of \( T(\xi) \) is only valid locally around \( \xi = 0 \) we reset \( \xi \) to zero and pre-transform each newly arrived depth image with a global transformation matrix \( T_{n+1} = T(\xi^*)T_n \), with \( T_0 = I \), representing the pose change since the beginning of tracking.

Though it is not strictly necessary for convergence, we iterate using a coarse-to-fine sub-sampling on the input depth image, as this provides significant speed-ups in the
registration by providing a fast initial alignment [7]. A fixed number of iterations are performed on each level of detail, or until the change in the optimization parameter falls below some pre-defined threshold.

To improve the basin of convergence for the solution, we scale the contribution of each measurement, based on a weighing function. This produces the standard iteratively reweighed least-squares algorithm, changing (15) and (16) to

\[ H_w = \sum_{i} w(D_n(s_{n+1}(m_i))) J^T(m_i), \quad (18) \]

\[ g_w = \sum_{i} w(D_n(s_{n+1}(m_i))) J^T(m_i) D_n(s_{n+1}(m_i)). \quad (19) \]

The weighing function \( w(x) \) characterizes an M-estimator [8] for which a sensible choice is the Huber estimator [9]. It can be defined as,

\[ w(x) = \begin{cases} 1 & \text{if } |x| \leq k \\ \frac{k}{|x|} & \text{otherwise} \end{cases}, \quad (20) \]

where \( k \) is a small constant (e.g. a tenth of the size of one voxel). It may also be beneficial to extend this weighing function to include an error model of the sensor, e.g. reducing the influence of measurements made at greater distance.

Lastly, we note that adding a small cost related to the norm of the parameter vector \( \xi \) itself (a regularizer), has benefits in situations where the solution would otherwise tend to oscillate around the minimum or lead to very inaccurate results. This typically happens when the solution is not adequately constrained by the geometry seen in the environment. Adding \( \xi^T W \xi \) into (12), where \( W \in \mathbb{R}^{6 \times 6} \) is a diagonal matrix attributing cost to the norm of each individual component of \( \xi \), results in,

\[ H_{w,r} = \sum_{i} W + w(D_n(s_{n+1}(m_i))) J^T(m_i), \quad (21) \]

where \( W = \alpha I \), \( I \) being the \( 6 \times 6 \) Identity matrix and \( \alpha \) a linearly increasing function of the number of the current solution iteration. Large values for \( \alpha \) will tend to dampen the amount of change made to the parameter vector at each iteration and such dampening is only interesting once the solution is close to optimal. To summarize, a high-level overview of the system is provided in Fig. 3.
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Fig. 3. Main components of the system, and information flow

Since our method uses the TSDF to represent alignment error, it needs a distance function that is truncated at larger values than methods that simply use the TSDF as a scene representation. The surface points measured in the second frame need to be within a region where numerical derivatives can be computed (see Eq.(12)) given the motion between two consecutive video frames. Since the truncation occurs at larger values, the method is unable to reconstruct details as fine as what would be possible using separate representations for tracking and mapping.

Apart from these limitations, the proposed method may lose track of the pose if the assumption that we are close to the solution does not hold or if the currently viewed geometry does not offer enough variation to constrain all six degrees of freedom, causing \( H \) to be close to singular.

IV. RELATED WORK

The presented method is a fast approach to solving the implied registration problem of camera-tracking. It is similar to the approach presented by Fitzgibbon as Fast ICP using the distance transform (FICP) [9]. However, the full Euclidean distance transform (EDT) used by FICP is too costly to compute for the on-line scenario in the scope of this work. Due to the distance values being unsigned, surface extraction also becomes less straightforward. A signed version of the EDT is similarly costly, but provides additional challenges when faced with partial observations [13]. Both for sake of speed, and due to incomplete observations of the environment, we avoid computing the Signed EDT, and instead proceed as detailed in Sec. II. As an analogy, one can think of the presented method as pre-computing an approximate closest-point distance throughout the entire volume, making evaluations as simple as accessing a look-up table, without the need for matching corresponding points explicitly. The Kinect Fusion algorithm to which we compare our results, solves the camera tracking problem by maintaining an updated TSDF from which it can generate virtual depth images by means of ray-casting from a virtual sensor. Using the depth images from the virtual camera and the actual sensor,
TABLE I
COMPARATIVE RESULTS, THE PROPOSED ALGORITHM (OURS), AN OPEN-SOURCE IMPLEMENTATION OF THE KINECT FUSION ALGORITHM (PCL-KinFu), FEATURE-BASED NORMAL DISTRIBUTIONS TRANSFORM REGISTRATION (NDT-F) AND RGB-D SLAM

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Algorithm</th>
<th>Abs err. [m]</th>
<th>Rel err. [m]</th>
<th>Rel err. [deg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>rgb_dataset_freiburg1_xyz (trajectory length: 7.112 m)</td>
<td>Ours</td>
<td>0.014</td>
<td>0.036</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>PCL-KinFu</td>
<td>0.012</td>
<td>0.011</td>
<td>0.013</td>
</tr>
<tr>
<td></td>
<td>RGB-D SLAM</td>
<td>0.014</td>
<td>0.035</td>
<td>0.006</td>
</tr>
<tr>
<td></td>
<td>NDT-F</td>
<td>0.068</td>
<td>0.125</td>
<td>0.014</td>
</tr>
<tr>
<td>rgb_dataset_freiburg1_desk (trajectory length: 9.263 m)</td>
<td>Ours</td>
<td>0.033</td>
<td>0.079</td>
<td>0.007</td>
</tr>
<tr>
<td></td>
<td>PCL-KinFu</td>
<td>0.073</td>
<td>0.256</td>
<td>0.020</td>
</tr>
<tr>
<td></td>
<td>RGB-D SLAM</td>
<td>0.026</td>
<td>0.079</td>
<td>0.012</td>
</tr>
<tr>
<td></td>
<td>NDT-F</td>
<td>0.072</td>
<td>0.122</td>
<td>0.019</td>
</tr>
<tr>
<td>rgb_dataset_freiburg1_desk2 (trajectory length: 10.161 m)</td>
<td>Ours</td>
<td>0.230</td>
<td>0.378</td>
<td>0.019</td>
</tr>
<tr>
<td></td>
<td>PCL-KinFu</td>
<td>0.102</td>
<td>0.312</td>
<td>0.020</td>
</tr>
<tr>
<td></td>
<td>RGB-D SLAM</td>
<td>0.043</td>
<td>0.183</td>
<td>0.018</td>
</tr>
<tr>
<td></td>
<td>NDT-F</td>
<td>0.114</td>
<td>0.249</td>
<td>0.018</td>
</tr>
<tr>
<td>rgb_dataset_freiburg1_floor (trajectory length: 12.569 m)</td>
<td>Ours</td>
<td>0.984</td>
<td>2.573</td>
<td>0.030</td>
</tr>
<tr>
<td></td>
<td>PCL-KinFu</td>
<td>0.918</td>
<td>1.556</td>
<td>0.035</td>
</tr>
<tr>
<td></td>
<td>RGB-D SLAM</td>
<td>0.035</td>
<td>0.085</td>
<td>0.004</td>
</tr>
<tr>
<td></td>
<td>NDT-F</td>
<td>0.269</td>
<td>0.556</td>
<td>0.025</td>
</tr>
</tbody>
</table>

TABLE II
PARAMETERS USED DURING EVALUATION

<table>
<thead>
<tr>
<th>Parameter</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voxel size [m]</td>
<td>0.03</td>
</tr>
<tr>
<td>truncation (positive) [m]</td>
<td>0.1</td>
</tr>
<tr>
<td>truncation (negative) [m]</td>
<td>−0.06</td>
</tr>
<tr>
<td>Huber constant k [m]</td>
<td>0.003</td>
</tr>
<tr>
<td>Iteration levels</td>
<td>3</td>
</tr>
<tr>
<td>Downsampling / level</td>
<td>×4, ×2, ×1</td>
</tr>
<tr>
<td>Iterations / level</td>
<td>12, 6, 2</td>
</tr>
<tr>
<td>Regularization α</td>
<td>0.001 × iteration_count</td>
</tr>
<tr>
<td>Stopping condition</td>
<td>∆∥ξ∥ &lt; 0.0001</td>
</tr>
</tbody>
</table>

As can be seen in Table I, our method achieves similar performance to the tested visual feature-based methods, in spite of tracking from depth alone and not performing any pose-graph optimization. Our method slightly outperforms the reference implementation of Kinect Fusion on the “desk” and “xyz” datasets but fares slightly worse on the “desk2” and “floor” sets. It is interesting to note that RGB-D SLAM typically has a larger inter-frame error but, due to global optimization and loop-closures, achieves a smaller absolute error. Compared to the results obtained using NDT-F around visual features, we generally achieve better results. This is expected, since NDT-F is a frame-to-frame method and can therefore not take advantage of a map with reduced noise. A notable exception to this is that the Kinect Fusion algorithm could be modified to work just as well with a different model representation (as long as a dense depth image can be generated from it). This is quite different from our method, in which the model representation and the cost function are inseparable.

V. RESULTS

To evaluate the accuracy of the proposed algorithm in an off-line setting, we tested on a subset of the RGB-D datasets from the “hand-held SLAM” category, provided by the CVPR group at the Technical University of Munich [4]. The parameters and constants introduced in Sec. III are listed in Table II with the values used throughout the benchmark. We evaluate the accuracy of our algorithm by computing the absolute trajectory error, relative position error and relative orientation error as indicated in [4]. We compare the results to those of Kinect Fusion (as implemented by the Point-Cloud Library3 [14]) and to two algorithms that use depth information in conjunction with visual features, namely RGB-D SLAM [15], and feature-based 3D Normal Distributions Transform (NDT-F) [16].

As can be seen in Table I, our method achieves similar performance to the tested visual feature-based methods, in spite of tracking from depth alone and not performing any pose-graph optimization. Our method slightly outperforms the reference implementation of Kinect Fusion on the “desk” and “xyz” datasets but fares slightly worse on the “desk2” and “floor” sets. It is interesting to note that RGB-D SLAM typically has a larger inter-frame error but, due to global optimization and loop-closures, achieves a smaller absolute error. Compared to the results obtained using NDT-F around visual features, we generally achieve better results. This is expected, since NDT-F is a frame-to-frame method and can therefore not take advantage of a map with reduced noise. A notable exception to this is that the Kinect Fusion algorithm could be modified to work just as well with a different model representation (as long as a dense depth image can be generated from it). This is quite different from our method, in which the model representation and the cost function are inseparable.

VI. CONCLUSIONS

We have presented a camera-tracking method that uses the 3D scene representation directly as a cost function to perform 6 DoF alignment of 3D surface points. The trajectories

estimated by our method, on a well-known dataset, are comparable to those of current state of the art methods, including algorithms which, in addition to depth also employ visual features. Our main contribution lies in a direct model-based approach to on-line registration, as opposed to generating virtual sensor data from a model and performing registration in a sensor-centric frame of reference. This allows high quality surface reconstruction (e.g. Fig. 4(c)) and accurate pose estimation to be done on systems without a GPU. However, in lack of standardized implementations for both CPU and GPU architectures, practical comparisons to other algorithms in terms of computational complexity are difficult make. In addition, we make our implementation freely available to the benefit of the robotics community for use and verification of our results.

In future work, alternative objective functions, based on the point-to-plane [17] metric could be used for better convergence, at a modest increase in computational cost. Embedding information about local texture into the TSDF may provide additional improvements for situations where depth alone is insufficient to successfully estimate the sensor motion.
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