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Abstract— This paper presents a method for mapping the ra-
diated sound intensity of an environment using an autonomous
mobile platform. The sound intensities radiated by the objects
are estimated by combining the sound intensity at the platform’s
position (estimated with a steered response power algorithm)
and the distances to the objects (estimated using laser range
finders). By combining the estimated sound intensity at the
platform’s position with the platform’s pose obtained from a
particle filter based localization algorithm, the sound intensity
radiated from the objects is registered in the cells of a grid map
covering the environment. This procedure creates a map of the
radiated sound intensity that contains information about the
sound directivity. To illustrate the effectiveness of the proposed
method, a map of radiated sound intensity is created for a test
environment. Then the position and the directivity of the sound
sources in the test environment are estimated from this map.

I. INTRODUCTION

The localization of sound sources is an important applica-

tion of microphone arrays (see [1] and references herein).

Generally, a sound source localization method estimates

the bearing (azimuth and elevation) of a sound source in

a referential frame attached to the microphone array (the

estimation of the range is more inaccurate). Since the sound

intensity radiated by a sound source is rapidly attenuated

during propagation and drops below the background noise,

the effective localization range is usually limited to a few

meters.

To perform sound source localization in a large environ-

ment, nowadays it is possible to extend the effective range

of localization by using a microphone array attached to a

mobile platform and explore the environment. A natural

framework for sound source localization from a mobile

platform is to use a conventional sound localization algorithm

at different locations and combine the results from all these

different locations [2], [3], [4], [5], [6]. The precision of the

sound source localization is greatly improved by combining

observations of a same sound source from different locations

(using triangulation [5] or accumulation on a grid map [3],

[6]). However the mobile platform takes some time to move

from one location to the next one. Consequently the sound

source localization results at different locations are obtained

for different times. Thus the combination of observations

obtained from different locations is mainly beneficial for

sound sources that have a fixed position and emit sound

continuously. In the remainder of this paper, sound sources
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having such characteristics are referred to as environmental

sounds. This term was chosen as air conditioning units,

computers, air ducts and fans are good examples of sounds

having these characteristics.

This paper presents a method for estimating the sound

intensity radiated by the environmental noises and incorpo-

rate this information in a set of audio maps. These audio

maps are a spatial representation of the information gathered

about the sound scape. Previous works presenting audio

maps built with a mobile platform [3], [7], [6] aimed at

creating maps displaying the probability that a sound sources

is present at a given location. The approach in this paper is

fundamentally different, because the focus is on estimating

a physical quantity, the radiated sound intensity. Another

particularity of the proposed approach is that by exploiting

the mobility of an autonomous mobile platform, it is possible

to observe the environmental noises from different angles.

Consequently, the estimated radiated sound intensity takes

into account the directivity of the environmental noises.

The proposed method relies on a multi-modal approach

to the problem: The data from the microphone array is

combined with the data from the sensors of the mobile

platform. The audio modality is used to estimate the received

sound intensity as a function of the angle of arrival at the

platform’s position whereas the laser range finders (LRFs)

onboard the mobile platform are used to estimate the distance

to the geometric features of the environment (furniture, walls,

objects, etc.). The use of LRFs is convenient as autonomous

mobile platforms are commonly equipped with LRFs to lo-

calize themselves in the environment. The approach assumes

that the objects emitting the sounds are detectable by the

LRFs. This assumption is a bit restrictive when the LRFs

scan a two dimensional horizontal plane, but an extension to

a three dimensional scan is possible.

In practice, the audio map is a grid map covering the

environment and the radiated sound intensity is estimated

for each of the cells of this grid map while the platform

is autonomously navigating through the environment. The

two onboard LRFs (front and back) provide range scans and

a steered response power (SRP) algorithm generates audio

scans. The estimated received sound intensity (from the audio

scans) and the range information (from range scans) are

combined with the platform pose (position and orientation

that are estimated with a particle filter) in order to update

the estimate of the sound intensity radiated by the cells of

the grid map. For each cell, the fusion of the information is

performed by means of a set of Kalman filters. The result

is a set of audio maps that represent the estimated radiated
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Fig. 1. Block diagram of the proposed method for creating map of
radiated sound intensity and experimental platform with omni-directional
microphone array and two laser range finders (front LRF clearly seen and
back LRF partly occluded).

sound intensity and its directivity.

To illustrate the effectiveness of the proposed mapping

technique, a map of radiated sound intensity was created,

then sound source localization was performed by identifying

the areas that radiate higher sound intensity and the direc-

tivity of these areas was estimated.

II. PRIOR WORK IN THE FIELD

Sound source localization using a mobile platform has

been treated as a mapping problem in [3], [7], [6]. In these

works, the audio map of the space explored by the mobile

platform is based on a grid map. The grid map with cells of

fixed size is overlaid on the environment and the probabilities

of having a sound source in the cells are estimated during

the exploration. In [6], audio ray casting is used and only

the cells occupied by objects are considered whereas in [3],

[7] all the cells are treated equally. These methods rely on

a SRP with phase transform (SRP-PHAT [8]) to estimate

the powers for a grid centered on the platform and these

estimated powers are used to update the probabilities for the

grid cells. In [7], after creating the audio map of probabilities,

the platform is tele-operated to gather sound data in the

vicinity of the sound sources at a fixed distance in order to

estimate the directivity of these sources. The main difference

between the proposed approach and [3], [7], [6] is that we

estimate a radiated sound intensity at each cell and not a

probability. Moreover, contrary to [7], in our approach the

directivity is estimated at the same time as the localization

is performed as the radiated sound intensity of each cell is

estimated for different angular sectors and does not require

the platform to be at fixed distance of the sound sources, see

Sect.III-D.

The proposed approach is also different from works like

[5] that proposes a triangulation based approach to sound

source localization from a mobile platform or [9] that relies

on a particle filtering rather than a direct triangulation. Both

these works create maps of sound source locations that does

not contain sound intensity or directivity information.

III. PROPOSED APPROACH

Figure 1 shows an overview of the proposed approach and

the experimental platform. The different parts of the method

are explained in the following sections.

�

�
�

Fig. 2. Geometric map of the environments (corridor on left and room on
right)showing the position of the sound sources in red and there directivity
in green. The white cells are not occupied cells (free space), the black cells
are occupied cells (mainly walls) and the gray cells are unexplored cells.
The cells are 5 cm by 5 cm.

A. Geometric map Building

The creation of the radiated sound intensity map requires

the availability of a geometric map that describes the envi-

ronment and enables the mobile platform to localize itself.

Such a map represents the environment by an occupancy

grid, namely a grid which cells are either empty (open space),

occupied (walls and structures) or unexplored.

The geometric map is built in advance using the 3D Toolkit

library framework [10], [11]. First the odometry and LRF

data necessary to build the geometric map are gathered by

driving the mobile platform through the environment with a

remote controller. Then the LRF scans are aligned by cor-

recting the trajectory of the platform using iterative closest

point based simultaneous location and mapping (SLAM) [12]

and the resulting aligned scans are combined to create the

occupancy grid map [13], [14].

The geometric maps obtained for the test environments

is shown in Fig.2. The free space (unoccupied cells) is in

white, the walls and structures (occupied cells) are in black

and the gray area shows the unknown space (cells that were

not observed during the data gathering step).

B. Mobile platform Localization

The goal of the platform localization is to precisely esti-

mate the pose (location and orientation) of the platform in the

geometric map representing the environment. In this paper,

this task is performed by a particle filter based localization

algorithm that combines the information from the odometry

(wheel encoders) and the LRFs (see [15] and references

herein). A set of M particles approximates the probability

density function of the platform’s pose. The likelihood of

the particles during the estimation step is based on the ray

casting approach [15]. The platform pose {x(k), y(k), θ(k)}
is given by the weighted average of the particles poses (using

the most likely particle is another possibility).

C. Received directional sound intensity

The received directional sound intensity is estimated as a

function of the angle of arrival by using a steered response

power (SRP) algorithm (see [8] and references herein). In

this paper, the SRP method is based on a delay and sum
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beamformer. The processing is done in the frequency domain

after applying a short time Fourier transform (STFT) to the

observed signals sampled at 48kHz (the analysis window is

25 ms long and the shift of the window is 10 ms).

After the STFT, at the sampled time t, the observed

signals from the Q microphones at the frequency f are

denoted by U1(f, t), · · · , UQ(f, t). Because the geometry of

the microphone array is precisely known, it is possible to

steer the array using spatial beam forming to estimate the

sound from a spatial location (described by the spherical

coordinates {ρ, θ, φ} in the array’s frame of reference). The

beamforming output at the frequency f is denoted by

S(f, t, {ρ, θ, φ}) =
1

Q

Q
∑

q=1

e−2jπfτ({ρ,θ,φ},q)Uq(f, t), (1)

where τ({ρ, θ, φ}, q) is the delay at the qth microphone for

the location {ρ, θ, φ} (the microphone 1 is the reference

τ(ρ, θ, φ, 1) = 0).

The SRP algorithm estimates the powers for a set of N

locations. Contrary to [3], we assume the far field condition

holds (ρ large compared to the array aperture). Moreover,

the search space is limited to azimuth (φ = 0). Thus a set

of N locations is defined by the angles θn ∈ [0, 2π] with

n ∈ [1, N ] (step ∆θ).

Then the power is computed in the frequency band

[1000, 5000] Hz corresponding to the discrete frequencies

f1000 and f5000 by taking

P (t, θn) =
1

#F

f5000
∑

f=f1000

|S(f, t, θn)|
2

where #F is the number of discrete frequencies in the band

[1000, 5000]. Then time averaging is applied to combine L =
10 STFT frames

Jn(k) =
1

L

k
∑

t=k−L

P (t, θn)

where k is the index corresponding to the blocks of L frames.

Namely the kth audio scan is a set of N angles θn with

their associated power Jn(k). The frequency of the audio

scan is 10 Hz (L = 10 STFT window with a shift of 10 ms).

A very important point is that contrary to [3], [7], [6], the

phase transform Eq.(2) is not used. The phase transform is

commonly applied to the frequency domain signals prior to

processing the beamforming Eq.(1) by taking

Ui,PHAT(f, t) =
Ui(f, t)

|Ui(f, t)|
(2)

as it results in an SRP that is less sensitive to reverberation

[8]. However, by discarding the amplitude of the signals of

interest, the SRP with phase transform does not give any

insight about the received sound intensity at the platform’s

position (it rather measures the coherence of the received

signals). Consequently, not using the phase transform is a

key point for estimating the radiated sound intensity as the

SRP is then proportional to the received sound intensity.

D. Radiated sound intensity estimation

To create the audio map, it is necessary to estimate the

radiated sound intensity corresponding to the received sound

intensity and to position the sources of radiation in the map.

The audio scan {θn, Jn(k)} gives the angle of arrival

and the received sound intensity in the platform coordinate

frame. First, an estimated range ρn(k) is associated to

each of the directions θn by selecting the ray in the LRF

scans that has the closest angle to θn. The LRF scans

are denoted by {θi,F , ρi,F (k)}i∈[1,I] for the front LRF and

{θi,B , ρi,B(k)}i∈[1,I] for the back LRF (There are I = 1080
rays per LRF scans). Namely the index of the range in the

front or rear LRF scan is obtained by taking

i0 = argmini |θi,© − θn| , ρn(k) = ρi0,©(k)

where © ∈ {F,B} denotes the front or back LRF.

Then, by combining {θn, ρn(k)} with the platform pose

{x(k), y(k), θ(k)} a position in the global referential is

obtained. That position corresponds to a cell {i, j} of the

grid map covering the room. This transform is illustrated in

Fig.3.

The angle βn(k) denotes the direction of radiation for

the cell {i, j} corresponding to the received sound intensity

{θn, Jn(k)} at the mobile platform. Namely it is the angle (in

the global referential) at which the mobile platform is seen

from the cell {i, j} when the kth measurement is performed.

Taking into account this angle makes it possible to esti-

mate the directivity of the sound intensity radiated by the

cells. This is an important point of the proposed approach

that differentiate it from the approaches in [3], [6] that do

not consider the directivity or from the approach in [7]

that requires an exploration of the sound source at a fixed

distance.

In practice, to account for the directivity of the cells, the

Fig. 3. Update of the cell {i, j} by transforming the scans in platform
referential coordinate frame to global coordinate frame using the platform
pose {x(k), y(k), θ(k)}, the scan angle θn and its associated range ρn(k).
The angle βn(k) (global coordinate frame) is exploited to estimate the cell
directivity.
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radiated sound intensity is estimated for T angular sectors

αt =

[

2π

T
(t− 1),

2π

T
t

[

t∈[1,T ]

,

where the notation [a, b[ denotes the interval [a, b] excluding

b. For the cell {i, j}, the sound intensity radiated at a refer-

ence distance ρ0 in the sector αt is denoted by Pij(αt, k).
Then considering the propagation of the sound wave at a

distance ρij(k) the sound intensity is

Sij(αt, k) =

(

ρ0

ρij(k)

)2

Pij(αt, k). (3)

By taking the estimated received sound intensity Jn(k)
for βn(k) ∈ αt as an estimate of Sij(αt, k) made at

the platform’s position from the distance ρn(k), Eq.(3) is

approximated by

Jn(k) ≈

(

ρ0

ρn(k)

)2

Pij(αt, k). (4)

The fusion of the observations for a given sector αt of a

cell {i, j} is performed by a Kalman filter. Assuming that

the radiated sound intensity is relatively stationary for the

observation time, the process model is

Pij(αt, k) = Pij(αt, k − 1) + w(k − 1)

where w is the Gaussian noise N (0, q). The observation

equation is

Sij(αt, k) =

(

ρ0

ρij(k)

)2

Pij(αt, k) + v(k)

where v is the Gaussian noise N (0, r). Using the approxi-

mation Eq.(4), it becomes

Jn(k) =

(

ρ0

ρn(k)

)2

Pij(αt, k) + v(k).

The Kalman filter provides an estimate ̂Pij(αt, k) of

Pij(αt, k) and its associated variance σij(αt, k). Each of

the cells is assigned one Kalman filter for each to the T

angular sectors. Each time the cell {i, j} is seen from the

mobile platform, i.e. when βn(k) ∈ αt, the corresponding

Kalman filter estimate is updated. The number of times for

which the sector αt of the cell {i, j} is updated is denoted

by Kij(αt, k).
By performing this estimation task while exploring the

environment, the mobile platform essentially creates a grid

map having cells that contain the information about the ra-

diated sound intensity for T directions (the angular sectors).

An important advantage of the proposed method is that the

observation equation used in the Kalman filters takes into

account the fact that the cells are often seen from different

distances at same angle and the method does not require an

explicit exploration of the sound sources at a fixed distance

as in [7]. Note that this property comes from the fact that

the phase transform Eq.(2) usually performed prior to SRP

is not used.

y
[m

]

y
[m

]

x[m] x[m]

Fig. 4. Trajectory of the platform (red) and LRF scans (blue) for the
corridor (left) and the room (right).

In practice, a small neighborhood of the cell {i, j} is

selected and updated. Namely the observation Jn(k) for the

cell {i, j} is used to update the cells {i∗, j∗} for which

distance{cellij , celli∗j∗} ≤ δ.

Moreover only the estimated ranges in [ρmin, ρmax] are con-

sidered (i.e. too close and too far scans are discarded).

IV. EXPERIMENTS

For the experimental validation we used a pioneer platform

equipped with two motor encoders and two laser range

finders (UTM-30LX from Hokuyo, maximal range 30 m)

and a microphone array composed of 16 Sony ECM-C10

microphones mounted on a circular frame (diameter 31 cm).

The audio capture interface is a Tokyo Electron Device Lim-

ited TDBD16AD-USB that samples the signals at 48kHz.

The experimental platform can be observed in Fig.1. The

experimental evaluation of the approach was conducted in

two environments: a corridor and a room. Figure 2 depicts

the geometric maps of the environment (The dimension of

the cells in this map is 5 cm x 5 cm). The platform navigates

autonomously in the corridor using a set of way points that

defined a loop covering all parts of the corridor (the velocity

is 0.8 ms−1). The red line in Fig.4 (left) shows the estimate

of the trajectory given by the particle filter during one loop

in the corridor. In the remainder, a run corresponds to the

platform performing one loop in the corridor. Three such

runs were performed. For the room, the platform performs

several loops around the sound source, see the red line in

Fig.4 (right).

Several (up to three) sound sources were placed in the

corridors (these locations are in the scan plane of the LRFs).

The positions of the sound sources appear as S1, S2 and S3
in Fig.2 (left). These sound sources are loudspeakers playing

recorded sounds: the sound of an air conditioning unit (S1
with a sound pressure of 78.5 dBA measured at 5 cm), the

sound of a desktop computer fan (S2 at 77.5 dBA) and the

sound of a server rack (S3 at 77 dBA). The sound pressure in

the quiet corridor was around 42 dBA. The activation pattern

of the sound sources for the runs can be observed in Table

II and their positions are referenced in Fig.2(left). For the

room, only the sound source S1 was place in the middle

of the room (the server rack sound at 77 dBA). The sound

pressure without sound source was 45 dBA.

The parameters are given in Table I.
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TABLE I

PARAMETERS USED DURING ALL RUNS.

∆θ T dmin dmax δ ρ0 q r ̂Pij(αt, 0) σij(αt, 0)
1o 6 0.5m 6m 0.05m 0.05m 10 0.05 20 10

(a) α3=[120,180[ (b) α2=[60,120[ (c) α1=[0,60[

(d) α4=[180,240[ (e) α5=[240,300[ (f) α6=[300,360[

Fig. 5. Directional radiated sound intensity maps ̂Pij(αt, k) for the run 1
in the corridor. Each of the maps (a)-(f) corresponds to one of the angular
sectors αt = [60(t− 1), 60t[.

A. Results

The directional radiated sound intensity maps estimated

during the run 1 are given in Fig.5(a)-(f). The maps for

the different sectors are plotted counter clockwise from α1

in Fig.5(c) to α6 in Fig.5(f). Only the cells for which

the number of visits Kij(αt, k) is greater than 100 are

considered. In all figures, the color scale goes from blue for

lower sound intensities to red for higher sound intensities

(loudspeaker orientations are given in Fig.2).

Figures 6 (a)-(f) show the directional radiated sound

intensity maps estimated during the run in the room.

Figures 7 (left) and (right) show the maps obtained by

taking maxt ̂Pij(αt, k) for the the run 1 and the run in

the room. Namely, these maps shows the largest radiated

intensity for each cell. A local maxima search was performed

on the map Fig.7 (left) and the locations of the local maxima

appear as black circles (the numbers are the ranks of the local

maxima by decreasing intensity). The ground truth, i.e. the

real positions of the sound sources are given as black crosses.

For each of the sources the position errors are given in Table

II. The results for the other runs are also in the table.

Figures 8 (a)-(f) and 9 (a)-(f) show the directivity maps in

the neighborhood of S3 for the corridor and S1 for the room

(the white arrows indicate the loudspeaker orientations).

B. Discussion

The sets of T = 6 grid maps in Fig.5(a)-(f) Fig.6(a)-(f)

represent the sound intensity radiated by the environment.

The cells have a radiation pattern that is function of the

geometry of the environment and the path of the mobile

platform. In particular, some of the angular sectors were

never updated as these cells were not seen from the platform.

However, the cells close to the sound sources and some other

cells exhibit a clear directivity pattern that is function of the

(a) α3=[120,180[ (b) α2=[60,120[ (c) α1=[0,60[

(d) α4=[180,240[ (e) α5=[240,300[ (f) α6=[300,360[

Fig. 6. Directional radiated sound intensity maps ̂Pij(αt, k) for the run
in the room. Each of the maps (a)-(f) corresponds to one of the angular
sectors αt = [60(t− 1), 60t[.

TABLE II

SOUND SOURCE LOCALIZATION RESULTS.

Run Active Detected Error(m)
Sources Sources

S1 S1 0.22
1 S2 S2 0.16

S3 S3 0.21
S1 S1 0.22

2 S2 S2 0.15
S3 S3 0.21
S1 S1 0.22

3 S3 S3 0.3

sound they emit. Consequently the maps in Fig.7(left) and

(right) that can be interpreted as a kind of superposition of

the set of maps clearly shows the locations of the sound

sources. The local maxima search in Fig.7(left) successfully

estimated the positions of the sound sources (the three local

maxima close to the true sources’ location are the one with

higher values). The average localization error was 0.21 m

and the maximum error 0.3 m (See Table II). Considering

that the loudspeakers are not point sources but may span

several cells and that the localization was performed while

moving, this localization error indicates a good performance.

As comparison, the average localization error for the audio

maps in [6] is 0.15 m and in [3] it is 0.24 m. But these

1

2

3

4

(a) (b)

Fig. 7. (a) Map maxt ̂Pij(αt, k) for the corridor (run 1) and local maxima
search results ; the crosses (x) are the ground truth and the circles (o) are

the local maxima. (b) Map maxt ̂Pij(αt, k) for the room.
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(a) α3=[120,180[ (b) α2=[60,120[ (c) α1=[0,60[

(d) α4=[180,240[ (e) α5=[240,300[ (f) α6=[300,360[

Fig. 8. Directivity of the sound source S3 in the corridor (run 1).

(a) α3=[120,180[ (b) α2=[60,120[ (c) α1=[0,60[

(d) α4=[180,240[ (e) α5=[240,300[ (f) α6=[300,360[

Fig. 9. Directivity of the sound source S1 in the room.

two approaches do not estimate the radiated power nor the

directivity.

In Fig.7 (left), the fourth local maxima does not corre-

spond to a sound source. It seem to be due to the superpo-

sition of the reflexion from the sound source S3 with the

reflection of the mobile platform noise when the platform is

moving close to the wall (the platform’s noise reflects back

to the onboard array when the platform is close to the wall).

The directivity patterns in 8 (a)-(f) shows the orientation

of the sound source S3 (note that some of the angular sectors

were not visited as they are on the wall side). For the sound

source S1in the room that was observed from all direction

during the run, all the cells have a value in 9 (a)-(f) and the

source directivity is correctly estimated.

The results presented in this paper are obtained from a sin-

gle run in the environment. But the location and directivity of

the sound sources are already reasonably estimated. By using

a trajectory that explores the environment more precisely and

increasing the resolution of the directivity (using a larger T )

it is possible to create more precise maps.

The scaling of the estimated sound intensity has not being

fully investigated yet. But by exploiting Eq.(4), it may be

possible to find a relation between the estimated sound

intensity and the true value.

Note that the method proposed in this paper is creating the

audio maps in real time while the mobile platform explores

the environment.

V. CONCLUSIONS

This paper presented a framework for creating maps of

radiated sound intensity with an autonomous mobile plat-

form. The sound source localization results obtained in the

experiments had an average distance error of 0.21 m using

local maxima search, showing that the proposed framework

is capable of localizing sound sources. Up to 3 sources within

an 8m x 8m space were localized. These kind of mapping

approach will aid the platform in attaining a better knowl-

edge about environmental noise. In particular, knowing the

directivity of the sound sources is an important information

for a mobile platform. With the available framework, it is

possible to extend the work to 3-Dimensional sound source

localization that is more informative.
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