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Abstract—We analyze the problem of dynamic non-
prehensile manipulation by considering the example of the
butterfly robot. Our main objective is to study the problem
of stabilizing periodic motions, which resemble some form of
juggling acrobatics. To this end, we approach the problem by
considering the framework of virtual holonomic constraints.
Under this basis, we provide an analytical and systematic
solution to the problems of trajectory planning and design of
feedback controllers to guarantee orbital exponential stability.
Results are presented in the form of simulation tests.

Index Terms—Underactuated mechanical systems, limit cy-
cles, virtual holonomic constraints, transverse linearization.

I. INTRODUCTION

Mechanical devices with fewer control inputs than de-

grees of freedom, also known as underactuated systems, are

standard tools for developing and testing nonlinear control

methods. One of these examples is the Butterfly system,

which was introduced by K. Lynch [1] to understand the

problem of dynamical manipulation in the form of robotic

juggling.

The Butterfly robot consists of two plates coupled to

form a track where a ball freely moves, as it is depicted

in Fig. 1. This coupling is actuated at its center by an

electric motor, while the ball has constrained movement due

to contact, but it is not actively actuated in any form. It is

a two degree of freedom (d.o.f) mechanical system, these

d.o.f. are the angle of the plates and the angle of the ball.

One of the many interesting challenges allocated to this

setup is the generation of periodic juggling-like motions at

different equilibrium points. To the best of our knowledge,

two approaches have been proposed: 1) optimization-based

motion planning under PD feedback control [1] and 2)

passivity based control [2], [3]. Within this context, our aim

is to present a dedicated study based on the virtual holonomic

constraints (VHC) approach [4], [5], which is a method that

has proven to be useful for deriving analytical solutions

to similar problems. Our motivation lays on the analytical

and experimental success achieved in various underactuated

mechanical systems, such as the cart pendulum [6], pendubot

[7], [8], Furuta pendulum [9], inertial wheel pendulum [10],

biped robots [11], [12], [13], magnetic levitator [14], etc.

Our main contribution is the application of the VHC theory

to achieve periodic motions at different equilibrium points

of the butterfly robot.
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Fig. 1: Butterfly robot. CAD-drawing courtesy of M. Cefalo,
University of Rome ”La Sapienza”

II. MODEL OF THE BUTTERFLY ROBOT

The generalized coordinates are defined by the vector q =
[q1, q2]

T

, where q1 and q2 denote the angular positions of the

plates and ball w.r.t. to the horizontal and vertical axis of the

world frame respectively, see Fig. 2. Under the assumption

of sliding contact between the ball and the plates, dynamics

of the system can be approximated by the standard second

order Euler-Lagrange model [15]:

M(q)q̈ + C(q, q̇)q̇ +G(q) =

[

u

0

]

, (1)

where M(q) denotes the inertia matrix, C(q, q̇) the matrix of
Coriolis and centrifugal forces, G(q) the vector of gravity,

and u the input acting on the plates of the Butterfly. The

expressions for these matrices are given below

M(q) =

[

J +mb δ
2 −mb δ

2

−mb δ
2 mb

(

δ′2 + δ2
)

]

(2)

C(q, q̇) = mb δ
′

[

δ q̇2 δ (q̇1 − 2 q̇2 )

− δ q̇1 q̇2 (δ + δ′′)

]

(3)

G(q) = mb g

[

−δ sin (q1 − q2 )

δ′ cos (q1 − q2 ) + δ sin (q1 − q2 )

]

(4)

where J is the moment of inertia of the rotational link, mb

is the ball mass, g is the constant of gravity, and δ := δ(q2)
is the distance from the center of the ball to the rotational

axis of the joint, and

δ′ =
∂δ(q2)

∂q2
, δ′′ =

∂2δ(q2)

∂q22
. (5)
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Considering the model developed by M. Cefalo [2], [3], one

possible geometrical shape for the plates can be calculated

by the following expressions

xc(s)
yc(s)

=
=

14.9− 25 s2 + 10.1 s4 ,
−19.9 s+ 23.3 s3 − 10 s5 ,

(6)

in which s ∈ [−1, 1]. These polynomials (6) describe the

right half of the contour, and the left half is defined by

symmetry, i.e. −xc(s). As shown in Fig. 2, the Cartesian

coordinates of the ball’s center of gravity relative to the

Butterfly’s contour are given by

xb(s)
yb(s)

=
=

−reqsin
(

arctan
(

∂yc(s)
∂xc(s)

))

,

reqcos
(

arctan
(

∂yc(s)
∂xc(s)

))

,
(7)

where
∂yc(s)
∂xc(s)

is the rate of change of the Cartesian coordi-

nates with respect to the parameterizing variable s, and req
is the distance between the center of the ball to the contact

point with the plates, and it is given by:

req = r cos(ξ), ξ = arcsin

(

l

2r

)

, (8)

where r is the radius of the ball, and l is the distance between

the plates. The coordinates of the center of the ball with

Fig. 2: Generalized coordinates of the Butterfly robot. The black
shape is the boundary of the plates, and the dashed line shows all
possible Cartesian coordinates of the ball’s center of gravity around
the Butterfly contour, provided that contact is ensured.

respect to the center of the plates are:

x(s)
y(s)

=
=

xc(s) + xb(s) ,
yc(s) + yb(s) .

(9)

Hence, the distance from the center of the robot to the center

TABLE I: Physical parameters of the buttefly robot

Parameters Value [units]

mb 0.02[Kg]
J 0.0509455[Kg ·m2]
r 0.017[m]
l 0.0230[m]

req 0.0115[m]
g 9.81[m/sec2]

Fig. 3: Distance from the contact point between the center of ball
and the boundary of the shape

of the ball and the angle q2 are given by

δ(s) =
√

x(s)2 + y(s)2, q2(s) = arctan

(

x(s)

y(s)

)

. (10)

A. Reaction Force

In order to calculate the reaction forces at the contact

point, we consider an extended second order system [13]

Me(qe)q̈e + Ce(qe, q̇e)q̇e +Ge(qe) =









u

0
FT

FN









, (11)

where qe := (q1 , q2 , x , y)
T is an extended set of generalized

coordinates, [FT , FN ] are the tangential and normal force

between the ball and the plates. The normal force can be

used to validate whether or not a motion is feasible, given

that the inequality

FN > 0, (12)

is satisfied at all times.

III. TRAJECTORY PLANNING

Any trajectory q(t) can be represented as the time evolu-

tion of the generalized coordinates and denoted as:

q =

[

q1
q2

]

=

[

q1⋆(t)
q2⋆(t)

]

. (13)
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An alternative parametric representation of the same motion

can also be given as
[

q1
q2

]

=

[

θ⋆(t)
φ(θ⋆(t))

]

, (14)

where the motion is described in terms of a virtual holonomic

constraint given by the function φ(·), according to the

evolution of θ⋆ ∈ [Θb,Θe]. Thus, in a general form (14)

can be written as
[

q1
q2

]

=

[

θ

φ(θ)

]

, (15)

where the explicit dependence of time disappears, and θ

becomes the trajectory generator. Dynamics (1) in terms of

θ can also be found by substituting the time derivatives
[

q̇1
q̇2

]

=

[

θ̇

φ′(θ)θ̇

]

,

[

q̈1
q̈2

]

=

[

θ̈

φ′′(θ)θ̇2 + φ′(θ)θ̈

]

,

(16)

into the dynamics model (1), which yields a set of differential

equations of the form:

α1(θ)θ̈ + β1(θ)θ̇
2 + γ1(θ) = u , (17)

α2(θ)θ̈ + β2(θ)θ̇
2 + γ2(θ) = 0 , (18)

also known as the reduced dynamics. For the particular

unactuated dynamics (18) these expressions are1:

α2(θ) = −mb

[(

−δ′
2
− δ2

)

φ′(θ) + δ2
]

,

β2(θ) = mb

[

φ′′(θ)
(

δ′
2
+ δ2

)

+ φ′(θ)
2
δ′ (δ + δ′′)

− δδ′
]

,

γ2(θ) = mb g [δ
′ cos(θ − φ(θ)) + δ sin(θ − φ(θ))] .

(19)

It is being demonstrated in [5] that trajectories of the

system (1) can be found by solving (18) given a set of initial

conditions [θ0, θ̇0], and the constraint function (15). This is

also valid for periodic motions, which are also solutions of

(18) that fulfill a number of conditions. These conditions

are presented below, for which we refer to the analytical

demonstrations in [5].

IV. EXAMPLES OF CONSTRAINT FUNCTIONS

In order to exemplify our procedure, let us consider two

different constraint functions, with the equilibrium (θ0, φ0)
pointing at the center of different periodic cycles:

φ1(θ) = k1 · arctan(θ − θ0) + φ0 , (20)

φ2(θ) = k2(θ − θ0) + φ0 , (21)

such that the angular movement of the ball q2 is limited by

the constants k1 and k2, irrespective of the trajectory of the

actuated joint. The problem of trajectory planning consists

on finding the values of k1 and k2 for which the solutions of

(18) yield a periodic response. To exemplify the procedure

1The distance δ(q2) is now expressed in terms of δ(φ(θ)), to simplify
the notation this term is denoted simply by δ.

of how to choose these values, we consider the case of two

different equilibriums, i.e.

1) Equilibrium 1. When the Butterfly plates are in the

horizontal position, thus

θ0 = 0 φ0 = 0 . (22)

2) Equilibrium 2. When the Butterfly plates are in the

vertical position.

θ0 = π
2 φ0 = π

2 . (23)

We also recall the following lemma extracted from [5].

Lemma 1: The existence of periodic solutions for the

system (18) is guaranteed provided that:

ω2 =
γ′

2(θ0)

α2(θ0)
> 0 , (24)

for which the derivative of the function γ2(θ) with respect

to θ, yields

γ′

2(θ) = mb g[δ
′′φ′(θ) cos(θ − φ(θ)) +

+δ′ sin(θ − φ(θ))(2φ′(θ)− 1)

+δ cos(θ − φ(θ))(1− φ′(θ))] . (25)

1) Arctangent constraint: Considering (20), the partial

derivatives of this constraint function are:

φ′

1(θ) =
k1

1 + (θ − θ0)
2 , (26)

φ′′

1(θ) = −
2 k1 (θ − θ0)

(

1 + (θ − θ0)
2
)2 , (27)

Therefore, evaluating (20), (26) and (27) at the equilibrium

(22) we obtain

φ1(θ0) = 0 , φ′

1(θ0) = k1 , φ′′

1(θ0) = 0 . (28)

Solving the inequality (24), using (28), yields that

ω2 = −g
δ′′(0) k1 + δ(0)(1− k1)

[−δ′(0)2 − δ(0)2] k1 + δ(0)2
> 0 , (29)

which allows to find the interval where k1 guarantees the

existence of periodic solutions:

−0.8684 < k1 ∨ k1 > 1 (30)

As an example, the solutions of (18) with k1 = 1.5 and

different initial conditions for [θ, θ̇] are shown in Fig.4

2) Linear constraint: The partial derivatives of this type

of constraint are:

φ′

2(θ) = k2 , (31)

φ′′

2(θ) = 0 . (32)

It is clear that the functions above remain constant whenever

they are evaluated in any equilibrium, i.e. θ = θ0 and

φ2(θ0) = φ0. Analzying the periodicity condition (24) of

the system (18) in the vertical equilibrium (23) i.e.

ω2 = −g
δ′′(π2 ) k2 + δ(π2 )(1− k2)

[

−δ′(π2 )
2 − δ(π2 )

2
]

k2 + δ(π2 )
2
> 0 , (33)
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Fig. 4: Left: Phase-Space of (18), θ vs θ̇ using an arctangent
constraint. Right: Phase-Space of q2 vs q̇2. The bold line represents
the orbit analyzed for simulations in section VI. The direction of
motion for θ is clockwise.

yields the interval where k2 produces periodic solutions, i.e.

0.61 < k2 < 1 (34)

Solving (18) with k2 = 0.87 and different initial conditions

for [θ, θ̇] are shown in Fig.5

V. CONTROL DESIGN

Our control design techniques is based on the work of [16],

[17], [18], which proposes the use of transverse coordinates

for the design of feedback controllers.

A. Dynamics along the target orbit and transverse coordi-

nates

A given motion of the mechanical system (1), in the

form (15), allows to introduce a vector of new generalized

coordinates in the vicinity of the orbit, i.e.
[

θ

Y

]

=

[

q1
q2 − φ(θ)

]

, (35)

with its time derivative being
[

θ̇

Ẏ

]

=

[

q̇1
q̇2 − φ′(θ)θ̇

]

. (36)

The purpose of the control action is to exponentially drive

the response of the system (1) to the solution

θ = θ⋆(t) , θ̇ = θ̇⋆(t) , Y = 0 , Ẏ = 0, (37)

from any given initial condition, and for t > 0. Dynamics
(1) in the new coordinates can be found by introducing (35),

(36), and
[

θ̈

Ÿ

]

=

[

q̈1
q̈2 − (φ′′(θ)θ̇2 + φ′(θ)θ̈)

]

, (38)
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Fig. 5: Left: Phase-Space of (18), θ vs θ̇ using a linear constraint.
Right: Phase-Space of q2 vs q̇2. The bold line represents the orbit
analyzed for simulations in section VI. The direction of motion for
θ is clockwise.

into dynamics of the robot (1). This substitution yields the

dynamic model:

R(θ, Y, θ̇, Ẏ ) +N(θ, Y )u = Ÿ , (39)

α2(θ)θ̈ + β2(θ)θ̇
2 + γ2(θ) = gi(θ, θ̇, Y, Ẏ , Ÿ ) . (40)

where gi(·) is a smooth function that is equal to zero on the
desired orbit.

B. Partial feedback linearization

Introducing the feedback transformation

u =
1

N
v −

R

N
, (41)

with N(θ⋆(t), 0) 6= 0 for all t ∈ [0, Te], brings the Y -

dynamics (40) into the linear form Ÿ = v. With this

transformation the nominal control input u⋆(t) from (17) can

also be given as

u⋆(t) = U(θ⋆(t), θ̇⋆(t)) = −
R(θ⋆(t), 0, θ̇⋆(t), 0)

N(θ⋆(t), 0)
, (42)

C. Integral of the reduced dynamics

The solution of a scalar second order differential equation

of the form (18) is given by the integral function [5]

I(i)(θ, θ̇, θ0, θ̇0) = θ̇2−Ψ(θ0, θ)

[

θ̇20 +

∫ θ

θ0

Ψ(s, θ)
2γ(s)

α(s)
ds

]

,

(43)

with

Ψ(θ1, θ2) = exp

{

−2

∫ θ2

θ1

β(τ)

α(τ)
dτ

}

, (44)

which strictly preserves its zero value along a solution θ⋆(t),
initiated at (θ0, θ̇0) = (θ⋆(0), θ̇⋆(0)).
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D. Coordinates measuring the distance

The dynamical system (40), possesses a natural choice of

(2n− 1) so-called transverse coordinates

x⊥ = [I(i)(θ, θ̇, θ⋆(0), θ̇⋆(0)), Y, Ẏ ]T , (45)

with I(i)(·) being the scalar function (43)-(44) associated

with the equation (18). The integral function qualifies as a

transverse coordinate since it represents a robust method to

quantify the distance from any given point to the desired

trajectory [5]. Thus, the nonlinear dynamical system (40)

presents a trivial solution defined for t ∈ [0, Te], and given

by

Y ≡ 0 , θ ≡ θ⋆(t) , v ≡ 0 . (46)

E. Transverse Linearization

The linearization of the dynamics transverse to the motion

(45) in the equilibrium (46) is defined by the linear time

variant system

d

dτ
[δx⊥] = A(τ)δx⊥ +B(τ)δv , τ ∈ [0, T ] . (47)

Exponential orbital feedback stabilization will be achieved

using a solution of the continuous time-periodic dynamic

Riccati equation

Ṙ(τ) +A(τ)TR(τ) +R(τ)A(τ) +Q =

R(τ)B(τ)Γ−1B(τ)TR(τ) , (48)

with appropriately chosen weighting matrices Q ≥ 0 and

Γ > 0.
The feedback control law

v(t) = −Γ−1B(τ)TR(τ)x⊥ (49)

guarantees convergence for the nonlinear system within a

vicinity of the desired trajectory. This controller can be

implemented as presented in [7], [9], [10].

VI. SIMULATION RESULTS

For the purpose of demonstration, we have chosen the

orbit depicted in bold line in Fig. 4, to exemplify oscillations

around the horizontal equilibrium. This particular orbit has

the initial conditions θ0 = −0.24, θ̇ = 0, and a period

T = 0.4643 sec. The nominal input computed from (17)

is presented in Fig. 6. The validity of the inequality (12)

corresponding to the normal reaction force is presented in

the right of Fig. 6.

To exemplify oscillations around upright equilibrium we

have chosen the orbit depicted in bold line in Fig. 5, This

particular orbit has the initial conditions θ0 = 1.35, θ̇ = 0,
and a period T = 0.432 sec. The nominal input computed

from (17) is presented in Fig. 7. The validity of the inequality

(12) corresponding to the normal reaction force is presented

in the right of Fig. 7.

To evaluate the performance of the controllers, we simulate

the model with all our design parameters, but varying the

initial conditions and introducing noisy disturbance in the

output of the generalized coordinates, representing hardware

uncertainty. As visualized in left side of Figs. 8, 9, the
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Fig. 6: Left: Nominal input as a function of θ using an arctangent
constraint function. Right: Normal force as a function of θ using
an arctangent constraint function
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Fig. 7: Left: Nominal input as a function of θ using a linear
constraint function. Right: Normal force as a function of θ using a
linear constraint function

controller is able to converge to the desired cycle, and sustain

a final periodic behavior. To verify this statement, we can

refer to right side Figs. 8, 9, which shows the convergence

of the transverse coordinates (45) to the equilibrium (46).

VII. CONCLUSIONS

We have considered the problem of planning and stabiliz-

ing periodic motions in a butterfly-shaped like robot. The

main objective is to achieve the dynamic non-prehensile

manipulation of a ball, resembling some of the complex

motions performed by jugglers. Our aim is to provide analyt-

ical methods to approach such a problem for underactuated

mechanical systems. Here, we have provided the preliminary

analytical steps to achieve exponentially stable cycles around

horizontal and vertical equilibria, that have been studied to

realize experimental tests. These results have been analyzed
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Fig. 8: Left: Convergence to the desired orbit, the initial condition
is depicted by ▽. Right:Convergence of transverse coordinates to
the equilibrium (46)
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by simulation studies, which allow us to validate the design

concept, and asses all difficulties prior real-time implemen-

tation.
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