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Abstract— This paper describes the design and implemen-
tation of a visual servo control scheme for an Autonomous
Underwater Vehicle (AUV). The purpose of the control scheme
is to navigate and stabilize the vehicle towards a visual target.
The controller does not utilize the vehicle’s dynamic model
parameters and guarantees prescribed transient and steady
state performance despite the presence of external disturbances
representing ocean currents and waves. The proposed control
scheme is of low complexity and can be easily integrated to
an embedded control platform of an Autonomous Underwater
Vehicle (AUV) with limited power and computational resources.
Moreover, through the appropriate selection of certain per-
formance functions, the proposed scheme guarantees that the
target lies inside the onboard camera’s field of view for all
time. The resulting control scheme has analytically guaranteed
stability and convergence properties, while its applicability and
performance are experimentally verified using the Girona500
AUV.

I. INTRODUCTION

Underwater vehicles usually operate under difficult cir-

cumstances and perform complex tasks such as ship hull

inspection, surveillance of underwater facilities (e.g oil plat-

forms) and handling of underwater equipment (e.g con-

trol panels, valves) etc. These tasks require motion control

schemes with enhanced robustness and a sensor suite that

can provide an accurate and detailed description of the un-

derwater environment. When an underwater vehicle operates

autonomously, the use of onboard cameras is of utmost

importance. Monocular or stereo vision systems can provide

information regarding target tracking or pose estimation that

can be incorporated to the motion or force control schemes of

the vehicle, depending on the task and the mission properties.

Concerning visual servo control in underwater robotics,

an application of image based visual servoing was realized

in [1]. In that case the vehicle was fully actuated, implying

that the camera had 6 degrees of freedom (DOF). Interesting

stereo vision approaches can be found at [2], [3]. The

problem of keeping the target inside the field of view has

been examined in the past, in robotic manipulators [4],

cartesian robots [5], differential drive mobile robots [6], [7]

and underwater vehicles [8]. The proposed methodologies
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were based on complex path planning techniques while the

computed points were fed to kinematic controllers designed

for point to point motions or stabilization at a fixed point in

the workspace. Also, a model-based switching visual servo

control scheme for the semi-autonomous operation of an

under-actuated Remotely Operated Vehicle (ROV) has been

presented in [9]. In all the above schemes, the controller was

either model-based (i.e., an accurate dynamic model of the

vehicle is required) or strictly kinematic, without guaranteed

performance in the presence of external disturbances such as

ocean currents and waves.

In this paper, a novel position–based visual servo control

scheme for an Autonomous Underwater Vehicle is presented.

The controller is responsible for navigating and stabilizing

the AUV in front of a panel consisting of various valves

and handles. It does not utilize the vehicle’s dynamic model

parameters and guarantees prescribed transient and steady

state performance despite the presence of external distur-

bances. Moreover, through the appropriate selection of cer-

tain performance functions, the proposed scheme guarantees

also the satisfaction of visual constraints which in this case

are defined as keeping the target inside the camera’s field of

view. A high level computer vision algorithm tracks the panel

and calculates its pose vector with respect to the vehicle.

The pose vector is fused with the rest of the navigation

measurements using an extended Kalman filter (EKF). The

resulting estimated state vector is used as state feedback to

the proposed motion control scheme. The applicability and

performance of the overall system are demonstrated using

the Girona500 AUV in a test pool, where a valve panel is

appropriately mounted.

II. PRELIMINARIES

A. AUV Kinematics and Dynamics

The visual servo control scheme proposed in this work is

applied to the Girona500 AUV. A simplified 3D dynamic

model (in surge, sway, heave and yaw) of the vehicle is

presented in this subsection in accordance to the standard

underwater vehicle modeling properties [10]. The roll and

pitch degrees of freedom are neglected for the clarity of the

presentation and owing to page limitations. It will be men-

tioned in the sequel, however, that both degrees of freedom

can be considered in the analysis without compromising the

achieved results. In this respect, consider the vehicle modeled

as a rigid body subject to external forces and torques. Let

{I} be an inertial coordinate frame and {B} a body-fixed

coordinate frame, whose origin OB is located at the center of
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mass of the vehicle. Furthermore, let (x,y,z) be the position

of OB in {I} and ψ denote the yaw angle. Let (u,v,w) be the

longitudinal (surge), transverse (sway) and vertical (heave)

velocities of OB with respect to {I} expressed in {B} and r

be the vehicle’s angular speed (yaw) around the vertical axis.

Thus, the kinematic equations of motion for the considered

vehicle can be written as:

ẋ = ucosψ − vsinψ +δx (t) (1)

ẏ = usinψ + vcosψ +δy (t) (2)

ż = w+δz (t) (3)

ψ̇ = r+δψ (t) (4)

where δx (t), δy (t), δz (t), δψ (t) denote bounded ocean cur-

rents. Neglecting the motion in roll and pitch, the simplified

equations for the surge, sway, heave and yaw can be written

as:

muu̇ = mvvr+Xuu+X|u|u |u|u+X +δu (t) (5)

mvv̇ =−muur+Yvv+Y|v|v |v|v+Y +δv (t) (6)

mwẇ = Zww+Z|w|w |w|w+(W −B)+Z +δw (t) (7)

mr ṙ = (mu −mv)uv+Nrr+N|r|r |r|r+N +δr (t) (8)

where mu, mv, mw, mr denote the vehicle’s mass, moment

of inertia, added mass and moment of inertia terms, Xu,

X|u|u, Yv, Y|v|v, Zw, Z|w|w, Nr, N|r|r are negative hydrodynamic

damping coefficients of first and second order, W and B are

the vehicle weight and buoyancy respectively, δu (t), δv (t),
δw (t), δr (t) denote bounded exogenous forces and torques

acting on surge, sway, heave and around yaw owing to ocean

waves and X , Y , Z, N denote the control input forces and

torque respectively that are applied by the thrusters in order

to produce the desired motion of the body fixed frame.

B. Navigation Module

The navigation module is responsible for estimating the

vehicle position and velocity vector. The linear positions

([x y z]) and velocities ([u v w]) are estimated using a

Vision EKF SLAM algorithm, while the angular positions

([φ θ ψ]) and velocities ([p q r]) are directly measured

using an internal motion reference unit (IMU). The Vision

EKF SLAM algorithm provides simultaneously estimation

updates for the visual landmarks and the linear positions and

velocities of the vehicle.

The augmented system model (vehicle and landmarks)

consists of a constant velocity kinematic model for the

vehicle and a constant time model for the landmarks. Regard-

ing the measurement models, position and velocity sensors

are available. A global positioning system (GPS) measures

the vehicle position in (x, y) plane when the vehicle is

not submerged and a pressure sensor transforms pressure

values into depth measurements (z). The velocity updates are

provided by a doppler velocity log (DVL). This sensor is able

to measure linear velocities with respect to the sea bottom or

the water around the vehicle. The pose and velocity updates

are direct measurements of the state vector.

If only these two updates are available, the navigation

module is a dead reckoning algorithm that drifts over time.

However, if landmarks are detected in the environment, the

navigation module is able to keep its position covariance

bounded. A visual detection algorithm, detailed in section III-

A, gives information about the relative position of a landmark

with respect to the vehicle. This information not only updates

the detected landmark position but also the vehicle. The

visual detection algorithm uses an a priori known template to

identify and compute the relative position of these landmarks.

The mathematical description of the navigation module

and the Visual EKF SLAM algorithm are trivial and thus

omitted.

C. Prescribed Performance

It will be clearly demonstrated in Subsection III-B, that

the control design is connected to the prescribed performance

notion that was originally employed to design neuro-adaptive

controllers for various classes of nonlinear systems [11]–

[13], capable of guaranteeing output tracking with prescribed

performance. In this work, by prescribed performance, it

is meant that the tracking error converges to a predefined

arbitrarily small residual set with convergence rate no less

than a certain predefined value. For completeness and com-

pactness of presentation, this subsection summarizes prelimi-

nary knowledge on prescribed performance. Thus, consider a

generic scalar error e(t). Prescribed performance is achieved

if e(t) evolves strictly within a predefined region that is

bounded by decaying functions of time. The mathematical

expression of prescribed performance is given, ∀t ≥ 0, by

the following inequalities:

−ρ (t)< e(t)< ρ (t) (9)

where ρ (t) is a smooth, bounded, strictly positive and de-

creasing function of time satisfying limt→∞ ρ (t)> 0, called

performance function [11]. Hence, for an exponentially de-

creasing performance function ρ (t) = (ρ0 −ρ∞)e−lt + ρ∞

with ρ0, ρ∞, l, the constant ρ0 = ρ (0) is selected such that

ρ0 > |e(0)|, the constant ρ∞ = limt→∞ ρ (t) represents the

maximum allowable size of the tracking error e(t) at the

steady state and finally the decreasing rate of ρ (t), which

is affected by the constant l in this case, introduces a lower

bound on the required speed of convergence of e(t).

D. Dynamical Systems

Consider the initial value problem:

ξ̇ = h(t,ξ ) , ξ (0) = ξ 0 ∈ Ωξ (10)

with h : ℜ+×Ωξ →ℜn where Ωξ ⊂ℜn is a non-empty open

set.

Definition 1: [14] A solution ξ (t) of the initial value

problem (10) is maximal if it has no proper right extension

that is also a solution of (10).

Theorem 1: [14] Consider the initial value problem (10).

Assume that h(t,ξ ) is: a) locally Lipschitz on ξ for almost

all t ∈ ℜ+, b) piecewise continuous on t for each fixed ξ ∈
Ωξ and c) locally integrable on t for each fixed ξ ∈ Ωξ .
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Then, there exists a maximal solution ξ (t) of (10) on the

time interval [0, τmax) with τmax > 0 such that ξ (t) ∈ Ωξ ,

∀t ∈ [0, τmax).
Proposition 1: [14] Assume that the hypotheses of Theo-

rem 1 hold. For a maximal solution ξ (t) on the time interval

[0, τmax) with τmax < ∞ and for any compact set Ω′
ξ ⊂ Ωξ

there exists a time instant t ′ ∈ [0, τmax) such that ξ (t ′) /∈Ω′
ξ .

III. METHODOLOGY

A. Valve Panel Tracking

Position control relies on the use of position measurements

with respect to a static external reference. In this work, the

vehicle is required to hover in front of an underwater panel

for an intervention task; in this respect, the panel provides

an external reference if we are able to accurately measure its

distance from the vehicle. Detection of the underwater panel

is performed using vision, by comparing the images from the

camera against an a priori known template of the panel. By

detecting and matching features between the camera image

and template, it is possible to detect the presence of the panel,

as well as accurately estimate the pose when a sufficient

number of features are matched.

In this work, we choose the oriented FAST and rotated

BRIEF (ORB) [15] feature extractor for its suitability to

real-time applications. The ORB feature extractor relies

on features from accelerated segment test (FAST) corner

detection [16] to detect keypoints in the image. These are

obvious features to detect on man-made structures and can

be detected very quickly. Moreover, there is a (binary)

descriptor vector of the keypoint based on binary robust

independent elementary features (BRIEF) [17]. Differences

between descriptors can be calculated rapidly, allowing real-

time matching of keypoints at higher image frame-rates when

compared to other commonly used feature extractors such as

scale invariant feature transform (SIFT) [18] and speeded-up

robust features (SURF) [19].

A minimum number of keypoints must be matched be-

tween the template and the camera image to satisfy the panel

detection requirement. A low number of matched keypoints

indicates that the panel is not in the camera field of view. The

correspondences between the template and camera image

can be used to compute the transformation (or homography)

of the template image to the detected panel in the camera

image. This allows us to compute the image-coordinates

of the corners of the panel in the camera image. Then,

using the known geometry of the panel and the camera

matrix, we are able to determine the pose of the panel in

the camera coordinate system. Once the panel is detected

as a landmark, it can be added to the list of landmarks as

discussed previously, and subsequent updates to the panel

pose are incorporated through the EKF-SLAM algorithm.

B. Visual Servo Control Scheme with Prescribed Perfor-

mance

Let xd , yd , zd denote the position of the center of the

target and nd =
[
nxd

,nyd
,nzd

]T
denotes the normal to the

target plane vector pointing inwards, obtained both via the

aforementioned visual tracking system. The objective of this

paper is to design a controller without incorporating any

information regarding the vehicle model such that it hovers

in front of the target with bounded closed loop signals and

prescribed transient and steady state performance despite

the presence of exogenous disturbances representing ocean

currents and waves. Moreover, assuming that the target

initially lies inside the onboard camera’s field of view, the

controller should guarantee that the target never escapes it.

Such configuration constraint is important in visual servo

control schemes where the feedback depends mainly on the

visual contact of the vehicle and the target.

Let us now define the position errors:

ex = x− (xd − d̄nxd
),ey = y− (yd − d̄nyd

),ez = z− (zd − d̄nzd
),
(11)

with d̄ denoting the desired distance from the center of the

target, where the vehicle should hover. Let us also define the

desired yaw angle ψd (x,y) as follows:

ψd (x,y) = tan−1

(
yd − y

xd − x

)

(12)

and the orientation error:

eψ = ψ −ψd (x,y) . (13)

It can be easily verified that the desired orientation ψd (x,y),
which depends on the current position of the vehicle on

the horizontal plane (x,y), is the angle that the vector

[xd − x, yd − y]T (i.e., the vector defined from the vehicle to

the target) forms from the x-axis of the inertial frame. We

have designed the desired yaw angle as in (12) because we

want to incorporate in our analysis the orientation constraint

owing to the limited field of view of the onboard camera.

Notice forcing the orientation error (13) close to zero satis-

fying simultaneously
∣
∣eψ (t)

∣
∣< ψc, ∀t ≥ 0, where ψc denotes

the camera’s angle of view, moving towards the target (i.e.,

forcing position errors (11) to zero) achieves both control

objectives, i.e., hovering in front of the target and keeping

the target in the camera’s field of view.

1) Control Scheme: Given the position of the center of the

target xd , yd , zd , the normal to the target plane vector nd =
[
nxd

,nyd
,nzd

]T
pointing inwards and the position/orientation

errors (11)-(13):

I. Kinematic Controller

Select the exponentially decaying position/orientation per-

formance functions ρx (t), ρy (t), ρz (t), ρψ (t) that i) satisfy:

a. |ex (0)|< ρx (0) 0 < ρx (t) 0 < lim
t→∞

ρx (t)

b.
∣
∣ey (0)

∣
∣< ρy (0) 0 < ρy (t) 0 < lim

t→∞
ρy (t)

c. |ez (0)|< ρz (0) 0 < ρz (t) 0 < lim
t→∞

ρz (t)

d.
∣
∣eψ (0)

∣
∣< ρψ (0)< ψc 0 < ρψ (t) 0 < lim

t→∞
ρψ (t)

and ii) incorporate the desired performance specifications re-

garding the steady state error and the speed of convergence;
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and design the desired velocities:





ud

vd

wd



=





cosψ −sinψ 0

sinψ cosψ 0

0 0 1





−1





−kx
ex

ρx(t)

−ky
ey

ρy(t)

−kz
ez

ρz(t)




 (14)

rd =−kψ
eψ

ρψ (t)
(15)

with positive control gains kx, ky, kz, kψ .

II. Dynamic Controller

Select exponentially decreasing velocity performance func-

tions ρu (t), ρv (t), ρw (t), ρr (t) that satisfy:

a. |u(0)−ud (0)|< ρu (0) 0 < ρu (t) 0 < lim
t→∞

ρu (t)

b. |v(0)− vd (0)|< ρv (0) 0 < ρv (t) 0 < lim
t→∞

ρv (t)

c. |w(0)−wd (0)|< ρw (0) 0 < ρw (t) 0 < lim
t→∞

ρw (t)

d. |r (0)− rd (0)|< ρr (0) 0 < ρr (t) 0 < lim
t→∞

ρr (t)

and design the external forces in the surge, sway and heave

as well as the external torque around yaw as:

X =−ku
u−ud

ρu (t)
, Y =−kv

u−ud

ρu (t)
, Z =−kw

w−wd

ρw (t)
, N =−kr

r− rd

ρr (t)
(16)

with positive control gains ku, kv, kw, kr.

Remark 1: The proposed control scheme does not incor-

porate the vehicle’s dynamic model parameters or knowledge

of the external disturbances. Furthermore, no estimation (i.e.,

adaptive control) has been employed to acquire such knowl-

edge. Moreover, compared with the traditional backstepping-

like approaches, the proposed methodology proves signif-

icantly less complex. Notice that no hard calculations are

required to output the proposed control signals thus making

its implementation straightforward.

2) Stability Analysis: The main results of this work are

summarized in the following theorem where it is proven

that the aforementioned control scheme solves the tracking

control problem presented at the beginning of this subsection.

Theorem 2: Consider: i) the underwater vehicle model

(1)-(8), ii) the target described by pd = [xd ,yd ,zd ]
T

and

nd =
[
nxd

,nyd
,nzd

]T
and the desired distance d̄ from it at

which hovering is required, iii) any initial configuration

with the target lying inside the onboard camera’s field of

view, described by ψc and iv) the position/orientation errors

defined in (11)-(13). There exist positive control gains kx,

ky, kz, kψ , ku, kv, kw, kr such that the proposed control

scheme (14)-(16) guarantees that the vehicle approaches the

hovering point pd − d̄nd with prescribed transient and steady

state performance, keeping simultaneously the target in the

camera’s field on view, that is
∣
∣eψ (t)

∣
∣< ψc, ∀t ≥ 0.

Proof: Let us first define the normalized errors:

ξx =
ex

ρx (t)
, ξx =

ey

ρy (t)
, ξz =

ez

ρz (t)
, ξψ =

eψ

ρψ (t)
(17)

ξu =
u−ud

ρu (t)
, ξv =

v− vd

ρv (t)
, ξw =

w−wd

ρw (t)
, ξr =

r− rd

ρr (t)
(18)

and the overall closed loop system state vector as:

ξ =
[
ξx,ξy,ξz,ξψ ,ξu,ξv,ξw,ξr

]T
.

Differentiating the normalized errors with respect to time

and substituting (1)-(8) as well as (14)-(16), we obtain in

a compact form, the dynamical system of the overall state

vector:

ξ̇ = h(t,ξ ) (19)

where the function h(t,ξ ) includes all terms found at the

right hand side after the differentiation of ξ . Let us also

define the open set:

Ωξ = (−1,1)×·· ·× (−1,1)
︸ ︷︷ ︸

8-times

.

In the sequel, we proceed in two phases. First, the existence

of a maximal solution ξ (t) of (19) over the set Ωξ for

a time interval [0,τmax) (i.e., ξ (t) ∈ Ωξ , ∀t ∈ [0,τmax)) is

ensured. Then, we prove that the proposed control scheme

guarantees, for all t ∈ [0,τmax): a) the boundedness of all

closed loop signals as well as that b) ξ (t) remains strictly

within a compact subset of Ωξ , which subsequently will lead

by contradiction to τmax =∞ and consequently to the solution

of the control problem stated at the beginning of Subsection

III-B.

Phase A. The set Ωξ is nonempty and open. Moreover,

owing to the selection of the performance functions ρi (t)
(i.e., |ei (0)| < ρi (0)), i ∈ {x,y,z,ψ,u,v,w,r} we conclude

that ξ (0) ∈ Ωξ . Additionally, due to the smoothness of a)

the system nonlinearities and b) the proposed control scheme,

over Ωξ , it can be easily verified that h(t,ξ ) is continuous on

t and continuous for all ξ ∈ Ωξ . Therefore, the hypotheses of

Theorem 1 stated in Subsection II-D hold and the existence

of a maximal solution ξ (t) of (19) on a time interval [0,τmax)
such that ξ (t) ∈ Ωξ , ∀t ∈ [0,τmax) is ensured.

Phase B. We have proven in Phase A that ξ (t) ∈ Ωξ ,

∀t ∈ [0,τmax) or equivalently that:

ξi (t) ∈ (−1,1) , i ∈ {x,y,z,ψ,u,v,w,r} (20)

for all t ∈ [0,τmax). Therefore, the signals:

εi (t) = ln

(
1+ξi (t)

1−ξi (t)

)

, i ∈ {x,y,z,ψ,u,v,w,r} (21)

are well defined for all t ∈ [0,τmax). Consider now the
positive definite and radially unbounded function Vp =
1
2

(
ε2

x + ε2
y + ε2

z

)
. Differentiating with respect to time, sub-

stituting (1)-(3) as well as employing (14),(15) and (18), we
obtain:

V̇p =

[

εx

(1−ξ 2
x )ρx (t)

,
εy

(
1−ξ 2

y

)
ρy (t)

,
εz

(
1−ξ 2

z

)
ρz (t)

]

×









−kxξx +δx (t)−ξxρ̇x (t)+ cos(ψ)ξuρu (t)− sin(ψ)ξvρv (t)
−kyξy +δy (t)−ξyρ̇y (t)+ sin(ψ)ξuρu (t)+ sin(ψ)ξvρv (t)

−kzξz +δz (t)−ξzρ̇z (t)+ξwρw (t)







 .

Furthermore, utilizing (20) and the fact that ρ̇x (t), ρ̇y (t),
ρ̇z (t), ρu (t), ρv (t), ρw (t), δx (t), δy (t), δz (t) are bounded

by construction and by assumption, we arrive at:

|δx (t)−ξxρ̇x (t)+ cos(ψ)ξuρu (t)− sin(ψ)ξvρv (t)| ≤ F̄x
∣
∣δy (t)−ξyρ̇y (t)+ sin(ψ)ξuρu (t)+ sin(ψ)ξvρv (t)

∣
∣≤ F̄y

|δz (t)−ξzρ̇z (t)+ξwρw (t)| ≤ F̄z
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for some positive constants F̄x, F̄y, F̄z. Moreover,
1

(1−ξ 2
x )
, 1

(1−ξ 2
y )
, 1

(1−ξ 2
z )

> 1 and ρx (t) ,ρy (t) ,ρz (t) > 0.

Therefore, employing the fact that εi and ξi have the same

sign (see (21)), i ∈ {x,y,z,ψ,u,v,w,r}, we conclude that V̇p

is negative when the following inequalities hold: |ξx (t)| >
F̄x
kx

,
∣
∣ξy (t)

∣
∣>

F̄y

ky
,|ξz (t)|>

F̄z

kz
. Thus, if we select kx, ky, kz such

that F̄x
kx
,

F̄y

ky
, F̄z

kz
< 1 then it can be easily concluded that:

−1 <−
F̄i

ki

≤ ξi (t)≤
F̄i

ki

< 1, i ∈ {x,y,z} (22)

for all t ∈ [0,τmax). Subsequently, following similar analysis

with Vo =
1
2
ε2

ψ , we arrive at:

−1 <−
F̄ψ

kψ
≤ ξψ (t)≤

F̄ψ

kψ
< 1 (23)

for a positive constant F̄ψ and a gain kψ satisfying kψ >
F̄ψ . Additionally, the desired velocities ud , vd , wd , rd re-

main bounded for all t ∈ [0,τmax). Thus, invoking (18), the

boundedness of u(t), v(t), w(t), r (t) for all t ∈ [0,τmax)
is also deduced. Finally, differentiating (14) and (15) with

respect to time and after some algebraic manipulations it is

straightforward to obtain the boundedness of u̇d (t), v̇d (t),
ẇd (t), ṙd (t), ∀t ∈ [0,τmax).

Applying the aforementioned line of proof for the

dynamic part of the vehicle (5)-(8), considering Vd =
1
2

(
ε2

u + ε2
v + ε2

w + ε2
r

)
and the proposed control law (16), we

arrive at:

−1 <−
F̄i

ki

≤ ξi (t)≤
F̄i

ki

< 1 (24)

for some positive constants F̄i and control gains ki satisfying

ki > F̄i, i ∈ {u,v,w,r} as well as at the boundedness of the

control law (16) for all t ∈ [0,τmax).
Up to this point, what remains to be shown is that τmax =

∞. Notice that (22), (23) and (24) imply that ξ (t) ∈ Ω
′

ξ ,

∀t ∈ [0,τmax), where:

Ω
′

ξ = ∏
i∈{x,y,z,ψ,u,v,w,r}

[

−
F̄i

ki

,
F̄i

ki

]

is a nonempty and compact set. Moreover, it can be easily

verified that Ω
′

ξ ⊂ Ωξ for ki > F̄i, i ∈ {x,y,z,ψ,u,v,w,r}.

Hence, assuming τmax <∞ and since Ω
′

ξ ⊂Ωξ , Proposition 1

in Subsection II-D dictates the existence of a time instant t
′
∈

[0,τmax) such that ξ
(

t
′
)

/∈Ω
′

ξ , which is a clear contradiction.

Therefore, τmax = ∞. As a result, all closed loop signals

remain bounded and moreover ξ (t) ∈ Ω
′

ξ ⊂ Ωξ , ∀t ≥ 0.

Additionally, from (17), (22) and (23), we conclude that:

−ρi (t)<−
F̄i

ki

ρi (t)≤ ei (t)≤
F̄i

ki

ρi (t)< ρi (t)

for i ∈ {x,y,z,ψ}, ∀t ≥ 0 and consequently that prescribed

performance is achieved, as presented in Subsection II-C. Fi-

nally, since the exponential decaying orientation performance

function ρψ (t) was designed such that ρψ (0) < ψc then it

follows that
∣
∣eψ (t)

∣
∣ < ρψ (t) < ψc for all t ≥ 0 (that is, the
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Fig. 1. Tracking error evolution. The grey dashed lines indicate the desired
performance bounds. The black solid lines indicate the evolution of ex (t),
ey (t), ez (t) and eψ (t).

target lies in the camera’s field of view for all t ≥ 0), which

completes the proof.

Remark 2: From the aforementioned proof, it is worth

noticing that the proposed control scheme achieves its

goals without residing to the need of rendering F̄i
ki

, i ∈
{x,y,z,ψ ,u,v,w,r} arbitrarily small, through extreme values

of the control gains ki, i∈ {x,y,z,ψ,u,v,w,r}. In this respect,

the actual tracking performance, which is determined by the

performance functions ρx (t), ρy (t), ρz (t), ρψ (t), becomes

isolated against model uncertainties thus extending the ro-

bustness of the proposed control scheme.

Remark 3: Assuming that the target initially lies inside

the onboard camera’s field of view (i.e.,
∣
∣eψ (0)

∣
∣ < ψc),

the proposed controller guarantees, through the appropriate

selection of the exponentially decaying orientation perfor-

mance function ρψ (t) (i.e.,
∣
∣eψ (0)

∣
∣< ρψ (0)< ψc), that the

target never escapes the field of view. Thus, there is no

need of employing special techniques (e.g., potential fields,

navigation functions, planning, etc.) in the control loop to

preserve the visual contact of the target, which is important

in visual servo control schemes since the feedback depends

mainly on the visual contact of the vehicle and the target.

IV. EXPERIMENTS

To illustrate the performance of the proposed visual servo

control scheme, an experimental procedure was carried out.

The experiments took place inside a water tank using the

Girona500 AUV. A panel consisting of valves and handles

located inside the pool was used as the visual target. The
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goal of this experiment is to illustrate the ability of the

proposed control scheme to navigate and stabilize the vehicle

in front of the panel, while retaining the panel always

inside the the camera’s field of view. The vehicle starts

from an arbitrary initial configuration with the panel lying

inside the onboard camera’s field of view. The required

transient and steady state specifications, (that is, maximum

steady state position errors 0.05m, maximum steady state

orientation error 5o and exponential convergence e−0.1t ), are

described by the following performance functions: ρx (t) =
(4.5−0.05)e−0.1t + 0.05, ρy (t) = (3.0−0.05)e−0.1t + 0.05,

ρz (t) = (1−0.05)e−0.1t + 0.05, ρψ (t) = (85−5)e−0.1t + 5,

ρu (t) = (1−0.1)e−0.1t + 0.1, ρv (t) = (1−0.1)e−0.1t + 0.1,

ρw (t) = (1−0.1)e−0.1t + 0.1, ρr (t) = (1−0.1)e−0.1t + 0.1.

Given that the angle of view of the onboard camera is

ψc = 90o, notice also that we have selected the orientation

performance function ρψ(t) such that ρψ(0) = 85o < ψc

which guarantees that the target never escapes the camera’s

field of view. Finally, the control gains were chosen as

follows: kx = 1, ky = 0.5, kz = 0.5, kψ = 0.5, ku = 15,

kv = 7.5, kw = 15, kr = 7.5.

The tracking error evolution is depicted in Fig. 1. The grey

dashed lines indicate the desired performance bounds and the

black solid lines indicate the evolution of the tracking errors

ex (t), ey (t), ez (t) and eψ (t) respectively. Notice that all

errors have met the transient and steady state specifications

imposed by the previously selected performance function. As

it is demonstrated by the experiments and predicted from the

theoretical analysis, the control objective has been achieved.

However, it should be noted that we were not able to create

external disturbances in the form of waves and currents with

the existing setup, hence, future directions would involve

experiments with real conditions in the open sea to verify

the efficiency of the proposed scheme.

V. VIDEO

This paper is accompanied by a small video demonstrating

the efficiency of the proposed visual servo control scheme,

using the Girona500 AUV inside the CIRS water tank

facilities at the University of Girona in Spain. The video

presents the experimental procedure described in Section

IV. It illustrates not only the tracking performance of the

controller but also its ability to always retain the target inside

the camera’s field of view.

VI. CONCLUSIONS

This paper describes the design and implementation of

a novel visual servo control scheme for an Autonomous

Underwater Vehicle (AUV). The proposed control scheme

does not utilize the vehicle’s dynamic model parameters and

guarantees prescribed transient and steady state performance

despite the presence of external disturbances. The purpose of

the controller is to navigate and stabilize the vehicle towards

a visual target. The proposed scheme is of low complexity

and guarantees the satisfaction of visual constraints, e.g.,

keeping the target inside the onboard camera’s field of

view. Finally, the resulting control scheme has analytically

guaranteed stability and convergence properties, while its

applicability and performance were experimentally verified

using the Girona500 AUV.
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