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Abstract— This paper describes the design and 

implementation of a robotic vision system for single-site 

surgery. The system is composed of a wireless miniature 

camera robot with magnetic pan and tilt capabilities, and an 

external robotic arm to guide the camera along the abdominal 

wall. The camera robot is provided with a set of magnets, and a 

magnetic holder is attached at the end effector of the 

manipulator. This way, the camera robot can be displaced to 

obtain additional viewpoints of the abdominal cavity by 

displacing the external manipulator. The first prototype of the 

camera robot with an embedded LED lighting system is 

described. To properly displace the robotic arm over the 

abdominal wall, a hybrid force-position control has been 

developed, which includes a torque compensation module in 

order to obtain an appropriate orientation of the end effector. 

The contact surface has been assumed to be an elastic model, 

which stiffness matrix is estimated with a recurrent least 

squares algorithm. Finally, an in-vitro experiment to validate 

the control scheme proposed is presented. 

I. INTRODUCTION 

Nowadays minimally invasive surgery is a widely 
accepted technique all over the world, not only by surgeons 
but also by patients, who benefit from its esthetical 
advantages derived from the small incisions whereby 
surgeons operate. Compared with open traditional surgery, 
laparoscopic techniques offer the advantages of reducing the 
invasiveness, including reduction of intraoperative blood 
loss, tissue trauma, risk of post-operative infection, pain 
experienced by the patient and recovery time [1]. The natural 
next step for laparoscopic surgery seems to be reducing to 
one the number of incisions. In this sense, single-site surgery 
(also known as single incision laparoscopic surgery) is a new 
alternative in which all of the laparoscopic working ports 
enter the abdominal wall through the same incision. Benefits 
of this new generation method include less incisional pain, 
better patient’s recovery thanks to lower postoperative 
narcotic requirements and faster return to normal life, 
improved cosmetics, and higher patient satisfaction [2]. 
Despite these advantages, single-site surgery techniques have 
some challenges that cannot be overlooked. Close proximity 
of the laparoscope and instruments, as they are sharing the 
same port, entails a loss of triangulation between the camera 
and the working ports, and limits the range of motion [3]. 
This fact reveals the need of using special semiflexible or 
curved laparoscopic instruments, so that a larger space can be 
achieved without crashing tools. The use of these new 
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instruments makes necessary specific skills training periods 
for surgeons to be comfortable with them, even for 
experienced surgeons in traditional laparoscopy [4]. Flexible 
endoscopes are composed of a flexible shaft and bending tip, 
which angle of deflection is controlled by means of 
navigation wheels. Handling of flexible endoscopes requires 
combining various actions to perform the desired movements, 
which results really complex for surgeons [5]. New 
generation of teleoperated flexible endoscopes are presented 
in [6]. 

An alternative to overcome these problems is addressed 
by inserting a miniature robot into the abdominal cavity. This 
way, the number of instruments sharing the port is reduced, 
and the loss of degrees of freedom (DOF) due to the fulcrum 
effect is avoided. Moreover, by placing a camera into the 
robot, it can be moved apart from the surgical tools, avoiding 
the problem of the loss of triangulation and providing 
additional camera angles by displacing the camera along the 
abdominal wall. The positioning and fixation of these robots 
to the abdominal wall is done by suturing [7], by needle 
locking [8]-[10], and by external magnets placed on the 
abdominal wall, as in [11] or [12]. Many studies have 
addressed the approach of using external magnets to guide 
and anchor internal devices [13]-[18]. Lehman et al. [19] 
proposed a miniature robot with two arms with unfold and 
refold capabilities, which are anchored to the abdominal wall 
via magnetic interaction. In Simi et al. [20], a wired miniature 
vision platform based on a magnetically activated robot is 
proposed. The fixation of the robot to the abdominal wall is 
done with a set of external permanent magnets, moved by 
hand. A similar conception is used in [21], where the internal 
unit consists of an actuated triangular-shaped magnetic frame 
which allows the anchoring of several robotic units at the 
same time. In Terry et al. [22], an internal device is fixed to 
the entry port access through a rigid ring and cantilever bar, 
or by an external magnetic handle. 

In this paper, we present a wireless miniature camera 
robot with magnetic pan and tilt capabilities, and magnetic 
anchoring to the abdominal wall. Unlike previous work, 
external magnets are attached to the end effector of a robotic 
arm, so guidance of the camera is done automatically by 
displacing the external manipulator. The advantage of this 
approach is that the movement of the camera can be 
controlled by a human machine interface, such a voice 
commands, which avoids the need of direct manipulation by 
the surgeon or an assistant. Moreover, autonomous strategies 
to move and orientate the camera can be developed. 
Furthermore, the design of the actuation of the tilt and pan 
DOFs along with the inclusion of batteries makes it possible 
to have a completely wireless device. To properly displace 
the robotic arm over the abdominal wall, preventing damages 
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Figure 1.   Robotic system overview 

 

Figure 2.  Robotic camera design 

 

 

Figure 3.   Tilt DOF 

 

 

Figure 4.   First miniature camera robot prototype 

 

due to excessive forces, a force position control with torque 
compensation has been developed. 

This paper is organized as follows. Description of the 
robotic system and specific design of the camera robot is 
presented in section II. Section III illustrates the force-
position control with torque compensation to guide the 
external magnets over the abdominal wall. Experimental 
results, along with a recurrent least squares algorithm to 
estimate the environment stiffness matrix are reported in 
section IV. Finally, conclusions are discussed in section V. 

II. MINIATURE CAMERA ROBOTIC SYSTEM 

The system proposed in this work consists of a wireless 
miniature camera robot, which is inserted into the abdominal 
cavity through the entry port, and a robotic arm where a 
magnetic holder is attached (Fig. 1). The internal device is 
provided with a set of magnets, so once inside the abdomen, 
it can be fixed to the abdominal wall by magnetic interaction 
with the magnetic holder. As the magnetic holder is attached 
to the end effector of a robotic arm, guidance of the camera 
robot is done by displacing the manipulator. This way, the 
camera robot can be moved away from the entry port, 
avoiding the problem of the loss of triangulation due to the 
proximity of the camera and the surgical tools. Furthermore, 
as the camera can be moved along the abdominal wall, more 
camera angles than with traditional laparoscopes can be 
obtained, providing the surgeon with additional viewpoints of 
the abdominal cavity. To achieve an appropriate guidance of 
the camera robot along the abdominal wall, both movement 
along the tangents directions of the surface at the contact 

point (   ⃗⃗ ) and force along the normal direction (   ⃗⃗  ⃗) must be 
controlled. A hybrid force-position control with torque 
compensation is discussed in section III. Next the camera 
robot design is described. 

The camera robotic system is composed of three parts: the 
miniature camera robot, a magnetic holder, and a wrist 
attachment component (Fig. 2). Coupling between the wrist 
attachment and the magnetic holder allows the possibility of 
releasing the magnetic holder once the camera robot has been 
placed in a desired location. This way, several miniature 
robots can be handled by the same manipulator. Moreover, 
this system allows both automatic guidance with a 
manipulator or dragging the camera robot by hand motion of 
the magnetic holder. Miniature camera robot has two DOF to 
orientate the camera towards different areas of the abdomen: 
pan and tilt. Pan motion is obtained by rotating the nth joint 

of the manipulator, as the internal magnets of the camera 
robot follow the movement of the magnetic holder. The tilt 
DOF is actuated by a linear motor in the wrist attachment 
component, which displaces component A in Fig. 3. This 
shaft component is coupled with the cone-shaped piece B, 
which has a small magnet at the bottom. This piece is stuck 
to the internal magnet C of the magnetic holder. 
Displacement of magnet C causes a displacement of a 
cylindrical magnet (D) located inside the camera robot, 
which is connected to the camera and therefore provokes a 
change in its inclination. This way, the actuation of the motor 
generates a tilt motion of the camera, which allows a 
variation of ±42º in the camera angle. 

Fig. 4 shows the first functional prototype of the 
miniature camera robot of dimensions 12 cm length by 4 cm 
width. Future works will include a new design of the robot to 
reduce its overall size. A wireless camera is used to acquire 
the images of the abdominal cavity, which are transmitted to 
an external receiver. Additionally to tilt and pan motion, 
software zoom can be used to focus the image on a smaller 
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Figure 5.   Complete force-position control scheme 

 

 

Figure 6.   Torque compensation module 

area. To illuminate the scene, a set of six white LEDs are 
distributed around the camera, each emitting 6.8 candela with 
a 20 mA current. Seven 9 volts batteries (250mAh) are used 
to supply the power required by the camera and the LEDs 
system, avoiding the need of wires to supply the system. The 
autonomy of the system is around 4 hours, which is enough 
for a usual minimally invasive procedure, as a 
cholecystectomy. 

III. FORCE-POSITION CONTROL WITH TORQUE 

COMPENSATION 

A force-position control is developed in order to provide 
an appropriate interaction force between the magnetic holder 
and the abdominal wall while displacing the robot. The 
complete control scheme is depicted in Fig. 5. A task planner 
generates the force and position references required to control 
the system. Position reference (Pr) specifies a desired 

position along the tangent directions of the surface (   ⃗⃗ ) at the 
contact point, while force reference (Fr) sets the desired force 
along the normal direction (   ⃗⃗  ⃗). This way, force and position 
control actions are decoupled through matrices D and I-D, 
avoiding problems of interferences between the two 
controllers. As depicted in Fig. 5, a hybrid force-position 
control is used to track force and position references with 
parallel force and position controllers. In order to maintain 
the manipulator orientation perpendicular to the surface, a 
torque compensation module with null reference for the 
desired torque is included in the control scheme, aimed at 
reorientating the robot during the movement. This module is 

necessary due to the fact that directions    ⃗⃗  and    ⃗⃗  ⃗ are time-
variant, as the abdominal wall is not a flat surface. An 
orientation controller is used to obtain an accurate 
orientation tracking. As the end effector is maintained 
perpendicular to the surface during the movement of the 
manipulator, task reference frame is assumed to be 
coincident with the end effector reference frame    

  , where 
{0} is the robot base frame and n represents the nth joint of 
the manipulator. This rotation matrix is used to transform 
positions and orientations in the task reference to the robot 
base frame, and vice versa. Next, details of the hybrid force-
position control and the torque compensation module are 
described. 

A.  Hybrid Force-Position Control 

Force controller translates a force reference into a 

position reference along the normal direction (PN), which 
added to the reference in the tangents directions (PT) provides 
a unique position reference    

    to the robot. For the force 
controller design, an elastic interaction model between the 
robot and the surface has been assumed: 

         

Where    represents the environment stiffness matrix, 
and    is the compression amount. If force error    
represents the difference between the force reference and the 
measured force, equation (1) yields to: 

      (  (  )    ( )) 

Therefore, the required position to exert a force of    on 
the surface is derived as follows: 

   (  )    ( )     
 

  
 

On the other hand, position controller assures an accurate 
position reference tracking. This is done with a PI controller 
of gains KP and KI according to equation (4), where Pr is the 
position reference and e(t) is the position error. 

   (  )         ( )    ∫  ( )   

Robot dynamics is forced to follow a first order behavior 
[23], so PI gains are designed following the Ackerman’s 
methodology for poles assignment, according to a dead-beat 
strategy: 

    
    (  ⁄ )

    (  ⁄ )   
 

  (  ⁄ )  
 

Where T is the system sampling time and τ is the time 
constant. 

B. Torque Compensation 

Torque compensation, depicted in Fig. 6, is aimed at 
maintaining the orientation of the robot perpendicular to the 
surface at the contact point. Torques at the end effector are 
generated when the contact force is not uniformly distributed 
along the sensor surface. In such a case, the force vector 
forms an angle α with the end effector z axis. So the goal of 
the torque compensation module is to keep axis    

  parallel 
to the force vector, which is always normal to the contact 
surface. To compensate the torques generated when the end 
effector is not perpendicular to the surface, a rotation by an 
angle of α in the opposite direction of the torque vector is 
applied. Rotation angle and direction are calculated in the 
geometric model module of Fig. 6. Once the rotation matrix 
is obtained, it is transformed into robot base frame 
coordinates by means of the rotation matrix    

  . Gain    in 
Fig. 6 assures an accurate tracking of the null torque 
reference.  

3067



  

 

Figure 8. System implementation 

 

Figure 7. Quaternion-based Orientation Controller 

 

Once the desired orientation of the robot has been 
established, an orientation controller is used to assure a 
correct tracking of the orientation reference. To this end, a 
quaternion-based controller depicted in Fig. 7, has been 
designed. The desired orientation, output by the torque 
compensation module in form of a rotation matrix, is 
transformed into a desired quaternion qd. A relation between 

joint velocities  ̇ and the time derivative of the quaternion 
representing the orientation of the robot can be established by 
means of an appropiate analytical Jacobian matrix JA(q) as 
follows: 

  ̇    ( ) ̇ 

Considering qe as the difference between the desired 
quaternion qd and the actual one: 

         

As qd is a constant value, equations (6) and (7) yields to: 

  ̇     ( ) ̇ 

Defining the control law as   ̇  (  ( ))
     , the 

system is asymptotically stable, being K a positive definite 
symmetric matrix [24]. Furthermore, a quaternion planner is 
included in order to provide a smooth orientation transition. 
Quaternion interpolation is done according to the spherical 
linear interpolation (SLERP) method [25]. 

IV. EXPERIMENTS AND RESULTS 

A. System implementation 

In order to verify the proposed control scheme, an in-vitro 
experiment consisting on displacing the camera robot along 
the y direction while exerting a force along the z direction has 
been carried out. The experiment set-up is depicted in Fig. 8. 
A methacrylate box of dimensions 46 cm x 36 cm x 26 cm 
simulates the abdominal cavity, with a neoprene layer at the 
top to simulate an elastic model of the contact surface. 
Further work will include experiments with non-flat surfaces 
and mannequin-like models. Guidance of the camera robot 
along the surface is done with a 7 DOF Barrett WAM robotic 
arm. This cable-driven robot exhibits zero backlash with low 
friction and low inertia, endowing the WAM with good open-
loop “backdrivability” [26], which makes it possible to move 
the end effector by hand to a desired location and makes it 
inherently safe for humans. Furthermore, this robot can be 
directly operated in the Cartesian domain, avoiding the need 
of inverse kinematics calculations. Interaction force and 
torque between the manipulator and the surface are obtained 

by means of a self-contained 6-axis force-torque sensor [27]. 
To guarantee the stability of the complete control scheme, 
force, position and orientation controllers have a smaller 
sampling time than its input references, in order to assure a 
steady-state of the robot before a new reference is sent [28].  

The control scheme described in section III has been 
implemented in ROS, an open-source framework 
specifically designed for robotic applications [29]. This 
software platform makes it possible to easily integrate 
several sensing and actuation systems in the same computer. 
The main advantage of using ROS in our particular 
application is the possibility of sending and receiving 
information to and from the robot and the motor which 
controls the camera tilt DOF with a unique interface. This 
way, an easy interaction with the whole system can be 
achieved. Likewise, additional devices can be effortlessly 
integrated in the system. 

B. Kx estimation 

For the force controller design, the environment 
(abdominal wall) has been assumed to be an elastic model. 
The estimation of the stiffness matrix is done with a recurrent 
least squares algorithm (RLS). This method employs 
measures of position and force obtained during the normal 
working of the system to update the stiffness matrix value Kx 
in real time. Previously to the operation, the external 
manipulator is placed by hand on the patient’s abdominal 
wall, and pressured to exert a force. Kx is estimated with the 
data acquired during the process, and the value obtained is 
used in the force controller during the movement of the 
camera robot. This way, particular characteristics of each 
patient’s abdominal wall are taken into account in the 
stiffness value calculation. 

3068



  

 

Figure 9. Third diagonal of the stiffness matrix estimation 

 

(a) Position tracking 

 

(b) Force tracking 

 

(c) Torque tracking 

 

Figure 10. Position (a), force (b) and torque (c) references tracking 

Let   ( ) and  ( ) be the z-component of the measured 
force and position with respect to the task frame in a time 
instant, respectively. Equation (2) leads to: 

   ( )    (   )    ( ( )   (   )) 

Where k3 represents the third diagonal component of the 
stiffness matrix. First and second diagonal components of Kx 
are null as x and y position components does not contribute to 
the force exerted on the surface. Defining force and position 
increments as      ( )    (   ) and      ( )  
 (   ) equation (9) can be rewritten as follows: 

         

Where n represents the number of values measured, and 
k3 is the parameter to be estimated. Assuming known the 

estimated stiffness value at instant N,  ̂ ( ), the estimated 

value at instant N+1,  ̂ (   ), is calculated by correcting 

 ̂ ( ) with the new data measured: 

  ̂ (   )   ̂ ( )   ( ) (  (   )    (   ) ̂ ( )) 

Where: 

  ( )  
 ( )  (   )

  (  (   ))
 
 ( )

 

And variable Q is updated as: 

  (   )  
 ( )

  (  (   ))
 
 ( )

 

The RLS algorithm is initialized at N=0. Estimated  ̂  
value and variable Q at the initial time are defined as: 

  ̂ ( )  
  ( )

  ( )
 

   ( )  
 

(  ( ))
  

To validate the reliability of the algorithm proposed, a set 
of three experiments consisting on measuring the end effector 
position while exerting a force on the surface have been 
carried out. Results are depicted in Fig. 9, where noise due to 
the small quantities of measured position as a consequence of 
the rigidity of the surface are appreciated, most of all at the 
beginning of the experiments. As it can be seen, the stiffness 
of the three experiments stabilizes at a constant value of 
1727.7 N/m for experiments 1 and 2, and 1691.5 N/m for the 
third experiment. High values of the stiffness value are due to 

the high rigidity of the surface. 

C. Experimental results 

The experiment consists on displacing the camera robot 

75 mm along the y direction while exerting a force of 15 N 

on the surface simulating the abdominal wall. Sampling time 

is 0.002 seconds for the controllers, and 0.01 seconds for the 

rest of the scheme. System time constant of the first order 

behavior imposed to the robot dynamics is τ =0.01 seconds. 

PI gains in the position controller are KP =10.0333 and KI =-

5.5167. And gains of torque compensation and orientation 

controllers are Kτ =100 and Kq =150. 

Fig. 10 shows position, force and torque references 

tracking. Movement along the y direction is done following 

a trapezoidal velocity profile, with maximum velocity of 

0.05 m/s, to obtain a smooth movement. As it can be 

observed in Fig. 10 (a), tracking of position reference is 

done accurately with a small delay during the transient-state. 

On the other hand, penetration on the surface is done 

following a linear profile, as it can be appreciated in the 

force response in Fig. 10 (b). Force and torque errors are 

mainly due to the inaccuracies of the force-torque sensor, 

which has an output resolution of 12 bits, with a noise of 2 

bits. Fig. 10 (c) shows that torque norm starts with a null 

value when there is no contact with the surface, and then 

stabilizes at around 0.3 N/m when force reaches the steady-

state at the desired force.  

V. CONCLUSION 

The robotic vision system proposed in this work 

represents a solution to the loss of triangulation due to the 

proximity of the camera and the surgical tools in single-sites 
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procedures. A first prototype of the wireless camera robot, 

12 cm length by 4 cm width, has been designed and 

constructed. Future prototype designs will be targeted to 

reduce the overall size the robot. A LEDs lighting system is 

embedded into the robot to illuminate the operation area. 

Guidance of the robot along the abdominal wall is done by 

magnetic interaction with an external magnetic holder, 

which is attached to the end effector of a robotic arm. A 

hybrid position-force control has been proposed in order to 

displace the manipulator along the abdominal wall, while 

exerting a certain force on it. A torque compensation module 

has been included in the control scheme to maintain the end 

effector orientation perpendicular to the contact surface. To 

model the interaction between the manipulator and the 

environment, the abdominal wall has been assumed to be an 

elastic model. A recurrent least squares algorithm has been 

used to estimate the stiffness constant value. Finally, an in-

vitro experiment has been carried out in order to validate the 

control scheme proposed. Future work will include 

experiments with different contact surfaces to check the 

feasibility of using the camera-guidance method proposed in 

a real minimally invasive operation.  
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