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Abstract— Hand posture is a natural and effective human
robot interaction way. In this paper, an user-independent
hand posture recognition system using depth and color images
captured from an RGB-D camera is presented. To recognize
hand posture against complicated background conditions, we
propose a novel method for automatic and accurate hand
posture segmentation which detects the hand with Chamfer
matching, tracks the hand with Kalman filter and segments
the hand with region growing algorithm only in the depth
space. A new hand posture descriptor invariant to scale, shift
and in-plane rotation is constructed with the combination of
local contour Fourier descriptor and global Bag-of-Features
(BoF) descriptor based on Scale Invariance Feature Transform
(SIFT). The sparse representation-based classification (SRC) is
applied to perform the hand posture recognition task in the
system. Experiments with a self-built large scale hand posture
database collected online show the robustness and effectiveness
of the proposed system.

I. INTRODUCTION

Human robot interaction (HRI) is an attractive topic in

the computer vision and robotics research community. As

an effective and natural human-robot interaction interface,

vision-based hand posture recognition has been studied by

many researchers for years. However, due to the complicated

background in practical interaction applications, illumination

conditions and the highly deformable structure of the hand,

hand posture recognition remains to be a challenging prob-

lem.

In general, vision-based hand posture recognition systems

can be categorized into 3D model-based and appearance-

based approaches [1]. The 3D model-based approaches can

provide a wide class of hand postures through building a

rich description hand model, which however, is a com-

plicated procedure requiring a huge hand-image database

containing all the characteristic hand shapes under various

views. Besides, in the feature extraction of 3D model-based

approaches, handling the singularities from ambiguous views

is still a difficult problem.

In this paper, we focus on the appearance-based hand

posture recognition, which generally includes hand detection
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and segmentation, feature representation of the hand posture,

and classification. Many previous research papers implement

hand detection and segmentation in color images using

skin color information. Skin color-based methods have low

computational complexity, but skin-color detection is greatly

influenced by the background and illumination [2], which

thus can not output robust enough segmentation results for

the demands of hand posture recognition in the dynamic

environment. Efficient feature representation of the hand

posture is crucial for the recognition performance of the sys-

tem. Local invariant descriptor such as SIFT feature, shape

descriptors such as region moments and Zernike moments are

popular descriptors used in several hand posture recognition

systems [3] [4], but in these systems only a single feature

is used without considering the fusion of different levels of

features to comprehensively represent the hand posture. In

current research work, various classification models such as

support vector machine (SVM) [5], Hidden Markov Model

(HMM), Hidden Conditional Random Fields (HCRF) [6] are

extensively employed in the hand posture recognition. These

models all have the need of model selection and parameter

training which is critical for classification performance.

In this paper, we present a robust hand posture recognition

framework for human robot interaction as illustrated in Fig.

1. Color and depth images taken from an RGB-D camera

are used as the input of the system. To avoid the influence

of complicated background and illumination conditions, we

propose a novel method for hand detection, tracking and

segmentation using the depth image only. The extracted hand

silhouette in the depth image is mapped as an image mask

for background subtraction in the corresponding color image.

A local contour Fourier descriptor extracted from the depth

posture image and a global Bag-of-Features descriptor with

SIFT extracted from the color posture image are fused to

represent the hand posture invariant to scale, translation and

in-plane rotation. The sparse representation with l1-norm

minimization is applied into the system and obtain promising

recognition results.

II. RELATED WORK

There have been several research papers published on the

appearance-based hand posture recognition in the literature.

Triesch et al. propose a person-independent system using

Elastic Graph Matching to recognize hand postures against

complex background [7]. The system locates the hand pos-

ture region simply relying on skin-color detection and only

a small scale dataset used for training the classifier resulting

an accuracy rate of 85.8%. Fang et al. use an adaptive hand
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query depth edge image. The similarity between these two

edge images is measured by the chamfer distance. If we

let UT (ui ∈UT , i = 1,2, ...,n) and VQ(v j ∈VQ, j = 1,2, ...,m)
represent the point set of the template edge image and the

sub-window edge image respectively, the chamfer distance

between UT and VQ can be computed as follows:

dcham(UT ,VQ) =
1

n
∑

ui∈UT

min
v j∈VQ

‖ui − v j‖. (1)

The value of dcham actually is the mean of distances between

each point ui ∈UT and its nearest edge point in VQ. To reduce

the matching cost, the chamfer distance can be computed

effectively by the distance transform (DT), which converts

the query binary edge image into gray image by assigning

each edge pixel with zero and each non-edge pixel with the

distance value to its nearest edge point. Through the sliding

window match, we keep several hand candidates according

to the chamfer distance score dcham. Since the hand is in

front of the background when the gesture interaction starts,

we can define the final match score Shand for every hand

candidate as follows:

Shand = (1−
vcan

vmax

)∗dcham. (2)

Here, vmax represents the maximum depth distance of the

depth sensor and vcan represents the depth distance of the

hand candidate. The value of Shand is used to confirm the

best hand match position in the system. Examples of the

hand detection based on chamfer matching are shown in Fig.

2.

B. Hand Tracking and Segmentation in 3D Depth Space

To recognize dynamic hand posture, the system needs to

track the hand based on the initial hand detection result.

Unlike in the color space, hand tracking in the depth space

can not use color features, but we have the movement

information of the hand in the 3D space. Due to the similarity

of the hand velocity between adjacent frames, so we can

estimate the hand position in the current frame based on the

hand movement of the previous frame:

Pcurrent = Pprevious +Vcontrol∆t. (3)

where Pcurrent and Pprevious represent the point cloud co-

ordinates of the hand central points in adjacent frames;

Vcontrol = {vx,vy,vz} is a control vector with the hand velocity

values in x, y and z axis; ∆t is the interval time between the

current frame and previous frame. In our system, the Kalman

filter technique [16] is used to track the hand in the depth

space.

Hand segmentation is a necessary step for the hand posture

recognition. The hand centroid point position from the hand

segmentation can be used to correct the predicted position in

the hand tracking. Since the depth value of the hand surface

in the point cloud is continuous, we can use a classic region

growing approach [17] to segment the hand region. We select

the hand central point obtained from hand tracking as a

seed point and define an initial hand region A which is a 8-

connectivity region of the seed point. If we let d(x) represent

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

Fig. 3. Experimental examples of hand posture detection. The hand region
extracted in the depth image can be mapped as an image mask to segment
the hand in the corresponding color image.

the depth value of a point x and let N represent the set of

neighbors around A, then we can allocate a point x in N into

A through a difference measure δ :

δ (x) = |d(x)−
1

n

n

∑
yi∈A,i=1

[d(yi)]|, (4)

where n is the number of points in the region A. After travers-

ing all boundary points in N, A and N are both updated. If

we repeat this operation until there is no neighboring point

whose difference value is less than a specified threshold, the

process is terminated and A is the final hand region. To avoid

part of the wrist is also segmented, we use edge and area of

the hand as prior knowledge to improve the accuracy of hand

segmentation. Fig. 3 shows examples of hand segmentation

results in both depth and color images.

IV. FEATURE REPRESENTATION

Once a hand posture is segmented from both the depth

and color images, a new feature descriptor which combines

local and global feature is proposed for improving the hand

posture recognition performance. The joint feature descriptor

is constructed by using a local contour feature representation

based on Fourier transform and a global bag-of-features

(BoF) representation based on scale invariant feature trans-

form (SIFT).

For the hand posture classification, 2D contour is impor-

tant and discriminative information, which can be deemed as

a local shape feature of the hand. Benefit from the effective

hand posture segmentation in the depth image of the system,

we can extract the contour feature by using an invariant

Fourier descriptor. If we let k(n) = {xn,yn},(n = 1, ...,N)
denote a series of discrete ordered points of a segmented

hand posture contour, a Fourier descriptor F = {Fk} of the

contour can be calculated from the 1-D discrete Fourier

transform applied on the sequence k(n):

Fk =
1

N

N−1

∑
n=0

k(n)e−
2π jnk

N k = 0,1, ...,N −1, (5)

Based on three important properties of the Fourier descriptor:

the information of shape is described through the spectral

magnitude; the information of rotation and the start point is

described through the phase; the information of translation
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(a) Hand posture classes: ‘six’,‘fist’,‘one’,‘three’ (b) Hand posture classes: ‘eight’,‘thumb’,‘ok’,‘two’

Fig. 7. Examples of hand posture segmentation results using hand posture extraction module of the system. The first column is the binary silhouettes of
hand postures obtained from depth stream. The other columns are hand posture samples segmented from color stream.
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(a) SRC with joint feature descriptor(Average
accuracy = 93.8%)
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(b) SRC with global BoF-SIFT feature (Average
accuracy = 90.1%)
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(c) SRC with local contour Fourier feature (Av-
erage accuracy = 83%)

Fig. 8. The confusion matrixes of recognition using SRC with single and joint feature descriptors (60-dimension).

with the robot platform. The database currently contains 8

different types of hand postures which are collected under

complex scene conditions such as cluttered background and

varying illumination as shown in Fig. 6. To guarantee the

user independence of recognition, each type of hand posture

is performed by 10 different people and a pair of 2-minute

video clips from calibrated depth and color stream are

captured by each people for it. Each frame of the video is

a hand posture sample. Besides, we also make the posture

samples with scale, viewpoint and in-plane rotation (0-90◦)

changes for evaluating the robustness of recognition. The

hand posture extraction module allows the system to segment

hand posture online in the depth and color spaces for further

feature extraction. Fig. 7 shows examples of hand posture

segmentation results from the original depth and color video

in the database.

The hand posture database is equally divided into two

parts: one part is used for the dictionary construction of

sparse representation; the other part is used for the test. Each

part contains all types of hand postures. The joint feature vec-

tor is extracted from a pair of depth and color hand posture

sample with the procedure described in Section IV. Before

the test experiments, the length of joint feature vector (i.e. m)

and the ratio of the dimension of global BOF-SIFT feature in

joint feature vector (i.e. q/m) is preliminarily set to 60 and

0.6, respectively. To improve the computational performance,

we also optimize the training hand posture database with a

dictionary learning algorithm K-SVD [19] to remove highly

similar samples in the training database, then replace the

large and dense dictionary with a small and sparse one.

Fig. 8 shows the test results of using sparse representation

with single and joint feature descriptors respectively. It can

be noted that using joint feature representation the system

yields an average accuracy of 93.8%, which outperforms that

of using single global BOF-SIFT feature (90.1%) or local

contour Fourier feature (83%).

To evaluate how the performance is affected by the length

of the joint feature vector and the ratio of the dimension

of global BoF-SIFT feature in joint feature, we carry out a

series of experiments with the test samples. Fig. 9 shows

the results of average accuracy of recognition with varying

lengths (from 20 to 120) and ratios (from 0.1 to 1). We

can note that when the length of joint feature is less than

60 the performance can obtain significant improvement with

the increase of the feature length, while the performance

only presents slight difference when the length is larger

than 60. This is because for BoF-SIFT if the codebook can

represent the hand posture samples compactly, increasing the

size of the codebook further pays little effect on the final

classification performance. For the contour Fourier feature,

increasing the dimension can only bring more details of

the contour but not the most useful shape information for

classification. Larger dimension of the joint feature will also

generate bigger computational overhead. Under all different

lengths of the joint feature, the accuracy of recognition is

the best when the ratio is between 0.6 and 0.7. This implies

that the global BoF-SIFT component is more important than

local contour Fourier component for the classification, and it

can help to improve the discrimination for the hand postures

with similar shape which is a major limitation for the contour
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The ratio of the dimension of global BoF−SIFT feature in joint feature descriptor

A
v
e

ra
g

e
 a

c
c
u

ra
c
y
 (

%
)

 

 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
60

65

70

75

80

85

90

95

100

120−dimensional feature descriptor

80−dimensional feature descriptor

60−dimensional feature descriptor

40−dimensional feature descriptor

20−dimensional feature descriptor

Fig. 9. The performance of recognition with varying lengths of the joint
feature descriptor and varying ratios of the dimension of global BoF-SIFT
in the joint feature.

TABLE I

PERFORMANCE COMPARISON ON THE SELF-BUILT HAND POSTURE

DATABASE.

Method Average Accuracy

(1)Nearest Neighbor + Joint Feature 83%
(2)Nearest Subspace + Joint Feature 87%

(3)Linear SVM + BoF-SIFT 89%
(4)Linear SVM + Joint Feature 91%

(5)HCRF + Distance + SIFT [6] 90%
(6)Adaboost + SIFT [3] 88%

Our Method (SRC + Joint Feature) 93.8%

Fourier feature.

Based on the self-built hand posture database, we conduct

comparison experiments with other popular methods and

classifiers. Table I shows the results of the performance

comparison. In the experiments, methods (1) (2) (3) (4)

replace the sparse representation-based classification (SRC)

approach with Nearest Neighbor, Nearest Subspace and

Linear SVM and utilize the proposed feature representation

and hand posture extraction modules. It is clear that the SRC

produce better recognition accuracy than these supervised

classifiers who need the model selection which is critical for

the classification performance. Methods (5) (6) use HCRF

and Adaboost with SIFT using only color hand posture sam-

ples and the features are extracted with the background. The

joint feature representation with color and depth information

and effective hand posture extraction scheme make our

method obtain a better performance. For the computational

speed aspect, the computation of a pair of color and depth

frames requires 160 ms in average, namely about 6 frames

per second running on our robot platform. This is a near real-

time processing for hand posture interaction applications.

VII. CONCLUSIONS

In this paper, a novel user-independent hand posture recog-

nition system using the sparse representation method with the

combination of different-level features of the hand posture is

proposed. A reliable hand posture extraction approach in the

color and depth images from an RGB-D camera allows the

system to work against complicated background and varying

illumination conditions. The experiments on a self-built

database containing 8 types of hand postures collected by

10 different individuals show that the system can recognize

hand postures with scale, viewpoint and in-plane rotation

(0-90◦) changes and an average recognition rate of 93.8% is

presented. The experimental results also demonstrate that the

fusion of local contour Fourier descriptor and global BoF-

SIFT descriptor can significantly improve the recognition

performance. In future, we plan to add more posture types

into the database and develop interesting interaction applica-

tions on the robot platform based on the proposed system.
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