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Abstract—Fast and reliable autofocusing methods are essential for performing automatic nano-objects positioning tasks using a scanning electron microscope (SEM). So far in the literature, various autofocusing algorithms have been proposed utilizing a sharpness measure to compute the best focus. Most of them are based on iterative search approaches; applying the sharpness function over the total range of focus to find an image in-focus. In this paper, a new, fast and direct method of autofocusing has been presented based on the idea of traditional visual servoing to control the focus step using an adaptive gain. The visual control law is validated using a normalized variance sharpness function. The obtained experimental results demonstrate the performance of the proposed autofocusing method in terms of accuracy, speed and robustness.

I. INTRODUCTION

Over the past few decades, micro-nanosystems have received much attention due to their significant potential for development and use in different industrial domains (telecoms, automotive, aeronautics) and biomedical applications (manipulation of oocytes, non-invasive surgery, nanomedicine). The consequence of this strong demand is the emergence of an active research area concerning the development of assembly and handling technologies on a micro-nanoscale. In the case of nanoelectromechanical systems (NEMS) manufacturing, it is essential to master positioning, transfer, handling or assembling nanometric objects. To be able to visualize these type of objects, it is necessary to use a specific imaging system, the SEM. Compared to the optical microscopes, a SEM produce images of a sample by raster scanning the sample surface with a focused beam of electrons. Therefore, it is characterized by high resolution (better than 1 nanometer), high magnification (up to 500,000×) and a large depth-of-field.

In general, the automation of nanohandling tasks inside a SEM vacuum chamber with nanometric accuracy requires, the use of SEM vision feedback in control laws [1]. Such control strategies require efficient image processing algorithms to extract visual features in designing the control laws. Hence, it is essential to use high quality and sharp images to ensure nanometric precision when extracting visual features. To obtain a sharp image and to use the SEM at its maximum potential, it is necessary to apply an efficient, accurate, robust and fast autofocus before nanohandling processes.

Basically in vision systems, focusing is defined as a process of obtaining maximum sharpness in the images by adjusting the objective lens. In general, autofocusing methods are classified into two types: active and passive [2]. At first hand, active methods are commonly seen in the modern day cameras where the system uses a different measurement system to find the distance between the object and lens. Autofocusing is achieved by adjusting the optical system. On the other hand, passive methods determine the best focus by analyzing the image recorded at the sensor. The developed autofocusing technique in this work is a passive method that uses SEM secondary electron images.

Traditional autofocusing methods are mostly concentrated on selecting an optimal sharpness function and applying it over total range of focus steps to find the maximum sharpness point (i.e. maximum focus score). A comparison of different sharpness functions has been performed in [3], [4]. For SEM, with a high range of focus, applying the sharpness function at each focus step and finding the sharp image is a time-consuming process. To overcome this problem, many works have used the iterative search approaches to find the best focus point [5], [6]. A Fourier transform-based autofocusing method is also presented in [7]. In order to provide a dynamic autofocus, a reliable and accurate method has to be developed. In this paper, we present a real-time method where the best focus is achieved by controlling the focus step using an adaptive gain.

In the remainder of this paper, section II presents the experimental setup along with the details of focusing process in a SEM. Various sharpness functions are presented in section III. The proposed visual servoing-based autofocusing approach is presented in section IV. The experimental results are reported in section V.

II. EXPERIMENTAL SETUP

The experimental setup architecture used for this work is shown in Fig. 1. It consists of a JEOL JSM 820 SEM along with two computers. The cross-section diagram of our SEM is shown in Fig. 2. Its electron column contains: an electron gun with tungsten filament, an anode, an objective aperture strip with 4 apertures of diameters 100, 70, 50, and 30 μm , respectively, a secondary electron (SE) detector, two scan coils, an objective lens and a vacuum chamber equipped with a movable platform to place the sample. The primary computer (Intel Pentium 4, CPU 2.24 GHz and 512 MB of RAM) is solely responsible for SEM control and it is
connected to the SEM electronics and an image acquisition system (DISS5 from Point Electronic GmbH). The second PC (Intel Core 2 Duo, CPU 3.16 GHz, and 3.25 GB of RAM) is connected to the primary one using an Ethernet crossover cable. The communication between the two PCs is accomplished by implementing a client-server model using TCP/IP protocol, where the server program runs on the primary computer. The server is mainly responsible for setting the focus step and receiving images from the acquisition system. Image client receives these images from server and transmits them to the control server. Later, sharpness analysis and calculations are performed by the control server and a focus control command is issued to the image server via client. The possible magnification with the SEM ranges from $10 \times$ to $100,000 \times$ with an achievable resolution of 3 nm.

A. Focusing in SEM

The two sets of electromagnetic lenses that contribute towards the focusing in SEM are condenser and objective lenses. The condenser lenses lying above the aperture strip are mainly responsible for controlling the spot size. Initially, these lenses converges the electron beam to a spot. Later, this beam flares out again and passes through the aperture, where low energy and non-directional electrons are filtered out. The objective lenses that are present below the aperture converges the beam once again and focus it onto the sample surface. Coarse focusing of the sample surface is performed by adjusting the electronic working distance that is attained by modifying the current passing through the objective lenses. This distance is electronically measured between the focused plane (on the sample surface) and the lower pole piece of the objective lens (electron column) and is not to be confused with the sample stage height which can be controlled externally. Fig. 3(a) shows the focusing geometry in SEM. At a distance $D/2$ on both sides of the focus plane for a selected magnification, the beam diameter is two times the pixel diameter and produces a blur image. Over the distance $D$ (depth of focus), the image appears to be acceptably in focus. The depth of focus $D$ is given by (1).

$$D = rZ \frac{AM}{\mu m}$$  \hspace{1cm} (1)

So, focus is mainly dependent on the size of the aperture ($A$) and working distance ($Z$) at any given magnification ($M$) and resolution ($r$). Fig. 3(b) reports the three main scenarios in the focusing procedure (i.e. focus, over focus and under focus).

The JEOL SEM is installed with a dynamic focusing module that modifies the current passing through the objective lens and thus the electronic working distance can be preselected. As stated earlier the DISS5 system has been used for this work, it provides a simple control for the focus by linking the electronic working distance with a series of focus steps (i.e. each focus step modifies the working distance to get a focused image). The relation between focus steps and electronic working distance is shown in Fig. 4. Subsequently, the value of working distance ($Z$) for any given focus step ($F$) can be computed by using the curve equation obtained by approximating it with a polynomial given in (2).

$$Z = \begin{cases} 50, & \text{if } F \leq 813 \\ 1, & \text{if } F \geq 1713 \\ p_1 F^4 + p_2 F^3 + p_3 F^2 + p_4 F + p_5, & \text{otherwise} \end{cases}$$ \hspace{1cm} (2)

where, $p_1 \ldots p_5$ are the polynomial coefficients.
III. IMAGE SHARPNESS FUNCTIONS

In the context of this work, various sharpness measures that have been used in many focusing algorithms are studied [4], [8] and [9]. The principle of accomplishing autofocusing based on the computed sharpness score using a sharpness function is shown in Fig. 5. It is considered that the image with best focus has the maximum value of sharpness score. Different sharpness functions are explained below using the following notations: sharpness function $S$, image $I_{M \times N}$ where $M$ and $N$ are the width and height, intensity $I(u, v)$ where $u$ and $v$ are pixel coordinates.

A. Derivative-based sharpness functions

Derivative-based sharpness functions are widely used in many experiments. The underlying principle behind these methods is that the focused images have high differences between the neighboring pixels than in out-of-focus images.

1) Laplacian: This function convolves the image with a Laplacian edge detection mask given by $L = [-1 - 4 - 1; -4 20 -4; -1 -4 -1]$ to compute the second derivative $d(u, v)$ of the image. The sharpness function is given by (3).

$$S_L = \sum_{M} \sum_{N} |d(u, v)|$$

2) Brenner: Brenner’s function uses the difference between a pixel value and its second neighboring pixel value.

$$S_B = \sum_{M} \sum_{N} |I(u, v) - I(u + 2, v)|$$

B. Statistics-based sharpness functions

Usually, the statistics-based measures are less sensitive to image noise and are widely used in many autofocusing algorithms.

1) Variance: This function computes the variations in the grey level intensities among the pixels.

$$S_V = \frac{1}{MN} \sum_{M} \sum_{N} (I(u, v) - \mu)^2$$

where, $\mu$ is the image mean intensity and is given by (6).

$$\mu = \frac{1}{MN} \sum_{M} \sum_{N} I(u, v)$$

2) Normalized variance: This function normalizes the final value by the pixel mean intensity.

$$S_{NV} = \frac{1}{MN} \frac{1}{\mu} \sum_{M} \sum_{N} (I(u, v) - \mu)^2$$

3) Correlation: Two focusing measures using the correlation technique have been proposed. One is based on the autocorrelation function (ACF) and the other is based on standard deviation function. The ACF-based sharpness function is given by (8).

$$S_{AC} = \sum_{u=1}^{M-1} \sum_{v=1}^{N-1} I(u, v) \cdot I(u + 1, v) - \sum_{u=1}^{M-2} \sum_{v=1}^{N-2} I(u, v) \cdot I(u + 2, v)$$

The standard deviation-based function is given by (9).

$$S_{std} = \sum_{M} \sum_{N} (I(u, v) - I(u + 1, v) - MN \cdot \mu)^2$$

C. Wavelets-based sharpness functions

Various sharpness functions have been proposed using the wavelet transform [10].

1) Wavelet-1: It applies both high-pass ($H$) and low-pass ($L$) filters to an image and divides it into four sub-images $LL, LH, HL$ and $HH$. Focus score is computed by summing the absolute values in $HL, LH$ and $HH$ regions.

$$S_{W1} = \sum_{M} \sum_{N} |W_{HL}(u, v)| + |W_{LH}(u, v)| + |W_{HH}(u, v)|$$

2) Wavelet-2: This function sums the variances in $HL, LH$ and $HH$ regions. The mean values in computing the variances for each region are computed using the absolute values.

$$S_{W2} = \frac{1}{MN} \sum_{M} \sum_{N} ((|W_{HL}(u, v)| - \mu_{HL})^2 + (|W_{LH}(u, v)| - \mu_{LH})^2 + (|W_{HH}(u, v)| - \mu_{HH})^2$$

The evaluation results of the different sharpness functions are shown in Fig. 6. It is noticed that all the functions have achieved a maximum value at the same focus image with more or less efficiency. Out of all, the normalized variance-based method resulted in a curve with less noise and a well-defined peak in less time. Thus, in the design of the visual servoing-based autofocusing, we choose this method as our sharpness function for estimating the sharpness score.
IV. VISUAL SERVOING-BASED AUTOFOCUSING

A. Traditional visual servoing approach

Visual servoing refers to the control of a robot’s motion using the continuous image feedback information [11]. To achieve this, a set of visual features are derived from the images and are compared with the visual features from the reference image. In the basic approach of visual servoing, a control law is designed such that the robot will move to a desired pose $p^*$, having $s^*$ visual features, using the computed visual features $s$, at the current pose $p$. The main goal lies in minimizing the error function, $e$ given by (12).

$$e = s - s^*$$

For designing the vision-based control scheme, an interaction matrix $L$ that links the time variation of the current visual features $\dot{s}$ with the camera instantaneous velocity $v_c$ is required. The relationship is then given by $\dot{s} = Lv_c$. Using $e$ and $\dot{s}$, the camera velocity is given by (13).

$$v_c = -\lambda L^T \dot{e}$$

where, $\lambda$ is the gain to assure an exponential decrease in the error, $L^T$ is the pseudo-inverse of the $L$ and $\dot{e}$ is the time variation of $e$. For a 2D point feature $m(u,v)$ in the image frame that is a projection of the 3D point $M(X,Y,Z)$ in the camera frame, the interaction matrix $L$ associated with $m$ is given by (14).

$$L = \begin{bmatrix}
\frac{-1}{Z^2} & 0 & \frac{u}{Z^2} \\
\frac{-1}{Z^2} & 0 & \frac{v}{Z^2} \\
\frac{u}{Z} & \frac{v}{Z} & -(1+u)^2 & -uv & -(1+u)^2 & v \\
\end{bmatrix}$$

B. Autofocusing using visual servoing

This work has been performed utilizing the idea of basic visual servoing technique. Instead of minimizing the error function, the proposed method maximizes the normalized variance sharpness function given by (7). Rather than computing the local visual features, the global image information is used in this work. This type of visual servoing is called as direct visual servoing [12]. Most importantly, no reference image or features are used; instead, the method converges to a best focus position i.e. when the sharpness function reaches its maximum value.

If our goal is to maximize the sharpness function, it is first required to observe the variation of its behavior with respect to the focus steps i.e. with the change in electronic working distance. Fig. 7(a) shows this behavior of the sharpness function at two different magnifications. It is then observed that, for a specific range of working distance (inside the peak) we get images with some details and the rest are dark or bright images with varying noise. From this, the primary goal is to drive the control to reach the focus range. Keeping this in mind, the initial control law has been designed using an adaptive gain that changes with the sharpness score. The corresponding vision-based objective function (C) is given by (15).

$$C = \lambda \left( \frac{\nabla S}{\| \nabla S \|} \right)$$

where, $\lambda$ is the adaptive gain given by (16).

$$\lambda = \begin{cases} 
\alpha \left( \frac{S_0}{S} \right)^2, & \text{if } \frac{S_0}{S} < 1, \\
\alpha, & \text{elsewhere.}
\end{cases}$$

where, $\alpha$ is a positive integer, $S_0$ and $S$ are the sharpness scores computed from first image and the current image. The unit vector $\left( \frac{\nabla S}{\| \nabla S \|} \right)$ provides the driving direction. Using (16), the primary task function $T_1$ now takes the form given in (17).

$$T_1 = F_c + C$$

where, $F_c$ is the current focus step. The underlying idea is to have a maximum amount of gain at the region far from the focus. This ensures that the focus step is big enough to reach the focus region. Next, to have a minimum amount of gain at the region near focus such that the focus step is small. As the primary task can only drive the focus step using sharpness information, it does not have any direct linking with the working distance. In visual servoing, if the primary task does not constrain all degrees of freedom, a secondary task can be added as it has no effect on the primary task [13]. So, for this problem of autofocusing using visual servoing, a secondary task ($T_2$) has been realized, that links the electronic working distance ($Z$) with the gradient of sharpness function. Later, it has been used as a stopping criterion for the overall process. The secondary task function is given by (18).

$$T_2 = \left( \frac{\partial S}{\partial Z} \right) L_z$$

where, $\left( \frac{\partial S}{\partial Z} \right)$ is the gradient of the sharpness function with respect to the working distance $Z$ and $L_z$ is the interaction matrix that links the gradient with the working distance.

Here, assuming the change in the $Z$ is small (especially near best focus point), the gradient has been treated as the difference between consecutive sharpness scores given by (19). The interaction matrix $L_z = \frac{1}{Z}$ where, the $Z$ value at a specific focus step is obtained from (2).

$$\frac{\partial S}{\partial Z} = \frac{S_i - S_{i-1}}{\Delta Z}$$

Using (17) and (18), the final control law to control the focus step is given by (20).

$$F = F_c + \lambda \left( \frac{\nabla S}{\| \nabla S \|} \right) + \left( \frac{\partial S}{\partial Z} \right) L_z$$

Fig. 7. (a) Sharpness score variation with respect to focus steps at 300× and 1000× magnifications (b) secondary task variation with respect to the focus steps.
The relationship between the sharpness score and the secondary task functions at 1000× magnification is depicted in Fig. 7(b). The secondary task function thus provides the derivative information of the sharpness score. When the sharpness function reaches it maximum, the secondary task function crosses zero and hence the overall process can be stopped at this point. Because of the presence of noise in the images, the secondary task function have some peaks near zero, to avoid this effect a value of −0.001 has been treated as the stopping limit in this work.

V. EXPERIMENTS WITH THE SYSTEM

This work has been performed to investigate and find a fast and reliable autofocusing method for SEM. Many experiments are performed to evaluate the proposed approach of autofocusing based on the visual servoing technique. The sample used for imaging is a microscale calibration template containing chessboard patterns that is fabricated at FEMTO-ST institute. The acceleration voltage used to produce the beam is 15 kV. All experiments are carried out using the secondary electron images with a size of 512 × 512 pixels.

A. Evaluation of the method

Initial experiments have been performed to validate the proposed method at different magnifications. The tests are conducted using an aperture size of 50 μm and \( \alpha = 400 \) at 300× and 1000× magnifications. The brightness and contrast levels are set to the optimal values. The dwell time i.e. the time to scan one pixel is set to 360 ns to achieve an acquisition speed of 2.1 frames per second. Fig. 8(a) and Fig. 8(b) show the sharpness scores given by (7) and the corresponding gain values at 300× and 1000× magnifications respectively. Fig. 9 shows the secondary task function at 300× and 1000× magnifications. From the obtained results, it can be noticed that the focusing process stopped precisely at the maximum of sharpness function i.e. at this point the secondary task function reached −0.001.

**Fig. 8.** Sharpness score and corresponding gain values at (a) 300× (b) 1000× magnifications respectively.

**Fig. 9.** Secondary task function at 300× and 1000× magnifications.

B. Speed and accuracy test

The performance of the proposed autofocusing method is evaluated by comparing with the traditional search-based algorithms at different experimental conditions. An iterative search approach has been employed for this purpose. The search-based method is implemented over the total range of focus steps using three iterations. For each iteration, the total range of focus steps is divided into four subregions and searched for the global maxima with a fixed step size. The region containing the maximum value is then used for the next iteration. The step sizes used for each iteration are 50, 20 and 1, respectively. The maximum value found after the final iteration is the best focus point. The accuracy obtained by this method has been treated as the best accuracy, since it scans each step for the best focus in its final iteration. Hence, the focus step returned by this method is used as the reference step for computing the step error.

The proposed method is compared to the iterative search-based approach in terms of total time taken and accuracy of focusing at different magnifications. Here, the total time taken also includes the time taken to acquire and transfer the images. The obtained results using optimal values of brightness, contrast and scan speed are summarized in Table I. Table II shows the results obtained with an increase in brightness. Table III summarizes the results achieved with a changed dwell time of 180 ns. This change in the dwell time increases the noise levels in the images. Table IV shows the results obtained using a silicon dioxide sample containing the microparts. The main reason behind this test is that the surface of this sample is not a good conductor. Due to this, charges are accumulated on the sample surface resulting in the images with grey level fluctuations. All these tests are performed using \( \alpha = 300 \). Finally, Table V summarizes various speeds that can be achieved with proposed visual servoing-based method by changing the \( \alpha \) value. Fig. 10 shows some of the screenshots captured during various tests. The obtained results show the repeatability, robustness and speed of the proposed method regardless of the operating conditions.

<table>
<thead>
<tr>
<th>Mag (×)</th>
<th>Time (s)</th>
<th>Accuracy (Focus steps)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>proposed</td>
<td>search</td>
</tr>
<tr>
<td>300</td>
<td>42.703</td>
<td>117.97</td>
</tr>
<tr>
<td>500</td>
<td>48.5</td>
<td>109.62</td>
</tr>
<tr>
<td>800</td>
<td>43.46</td>
<td>112.03</td>
</tr>
<tr>
<td>1000</td>
<td>48.62</td>
<td>109.4</td>
</tr>
</tbody>
</table>

**TABLE II**

<table>
<thead>
<tr>
<th>Mag (×)</th>
<th>Time (s)</th>
<th>Accuracy (Focus steps)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>proposed</td>
<td>search</td>
</tr>
<tr>
<td>300</td>
<td>42.06</td>
<td>110.64</td>
</tr>
<tr>
<td>500</td>
<td>49.48</td>
<td>118.06</td>
</tr>
<tr>
<td>800</td>
<td>48.29</td>
<td>111.6</td>
</tr>
<tr>
<td>1000</td>
<td>51.37</td>
<td>117.74</td>
</tr>
</tbody>
</table>
TABLE III
TIME TAKEN AND ACCURACY WITH CHANGE IN THE DWELL TIME.

<table>
<thead>
<tr>
<th>Mag (×)</th>
<th>Time (s)</th>
<th>Accuracy (Focus steps)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>proposed</td>
<td>search</td>
</tr>
<tr>
<td>300</td>
<td>17.39</td>
<td>64.28</td>
</tr>
<tr>
<td>500</td>
<td>16.23</td>
<td>62.15</td>
</tr>
<tr>
<td>800</td>
<td>16.61</td>
<td>62.84</td>
</tr>
<tr>
<td>1000</td>
<td>14.37</td>
<td>65.09</td>
</tr>
</tbody>
</table>

TABLE IV
TIME TAKEN AND ACCURACY WITH SILICON DIOXIDE SAMPLE AT OPTIMAL CONDITIONS.

<table>
<thead>
<tr>
<th>Mag (×)</th>
<th>Time (s)</th>
<th>Accuracy (Focus steps)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>proposed</td>
<td>search</td>
</tr>
<tr>
<td>300</td>
<td>39.1</td>
<td>116.82</td>
</tr>
<tr>
<td>500</td>
<td>36.45</td>
<td>99.07</td>
</tr>
<tr>
<td>800</td>
<td>41.66</td>
<td>108.65</td>
</tr>
<tr>
<td>1000</td>
<td>34.07</td>
<td>101.4</td>
</tr>
</tbody>
</table>

VI. CONCLUSION
In this paper, new, fast and robust visual servoing-based autofocus method for SEM has been presented. Unlike the traditional methods, the developed method performs the focusing by controlling the size of the focus step using an adaptive gain. The secondary task used in the control law precisely stops the overall process, when a best focus position is reached. For this work, a normalized variance sharpness function has been selected to produce the sharpness score of the images. Based on the sharpness score, the value of the gain is adjusted such that a best focus position is ensured. Obtained experimental results prove the fastness of the developed method over existing search-based approaches and precision in finding the best focus. The proposed autofocus approach has also been validated at different experimental conditions and the obtained results prove the robustness of the method. Future work will be devoted to use this technique in performing the autonomous nanoparticles handling application using SEM.

ACKNOWLEDGMENT
Authors would like to thank Mr. Joel Agnus of AS2M, FEMTO-ST for his support in fixing the problems with SEM.

REFERENCES