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Abstract—An accurate and computationally very fast multi-modal human detector is presented. This 1D+2D detector fuses 1D range scan and 2D image information via an effective geometric descriptor and a silhouette based visual representation within a radial basis function kernel support vector machine learning framework. Unlike the existing approaches, the proposed 1D+2D detector does not make any restrictive assumptions on the range scan positions, thus it is applicable to a wide range of real-life detection tasks. To analyze the discriminative power of the geometric descriptor, a range scan version, 1D+, is also evaluated. Extensive experiments demonstrate that the 1D+2D detector works robustly under challenging imaging conditions and achieves several orders of magnitude performance improvement while reducing the computational load drastically.

In addition, a new multi-modal (LIDAR, depth image, optical image) dataset, Don'tHitMe, is introduced. This dataset contains 40,000 registered frames and 3,600 manually annotated human objects. It depicts challenging illumination conditions in indoors and outdoors environments and is publicly available to our community.

I. INTRODUCTION

According to National Highway Traffic Safety Administration reports [1], thousands of pedestrians lose their lives in traffic accidents. At least the same number of pedestrians get injured and become handicapped because of these incidents. Incorporating advanced human detection solutions in intelligent driving systems would significantly reduce these unfortunate events.

There are two sets of challenges that make the human detection task complicated. The first one is the external factors. These factors are not object depended and often caused by environmental elements. Illumination variations, insufficient street lighting, saturation due to headlights, cast shadows, reflections, weather conditions, existence of human-like objects and clutter, and imaging noise fit into this category. External factors have absolute effects to the performance of the detection process.

The second set of challenges are due to the human itself, thus may be called as the internal factors. Humans have articulated body parts that move, rotate, and deform. They stand up, walk, run, bend and make body gestures. The appearance, height, weight, and clothing might differ significantly from one to another. Therefore, their bodies appear in different shapes and silhouettes. In addition, human body has various poses from distinct view points. All these factors make the objective of the human detection considerably more difficult than detection of rigid objects.

This paper presents a novel multi-modal human detector that fuses 1D range scans from a LIDAR (Laser Imaging Detection And Ranging) sensor and 2D monocular images from an optical camera. The proposed algorithm integrates the photometric and depth features obtained from both data modalities in a joint classifier. It is robust under difficult environmental conditions. Unlike the existing approaches, it can detect humans even if the range scan beams hit upper torso and head of the body without making any assumptions about the visibility of the legs. This is critical for real world applications. For instance, the scan beam may easily miss the legs when the road climbs over a hill or there is a short subject, e.g. a child, in the detection range. The legs can be occluded due to skirts, bags, strollers, etc. When the pedestrian stands up sideways, only one leg is visible. Fusing multiple modalities not only increases the detection accuracy for such examples but also improves the computational time. Since it efficiently narrows down the search region in the image, our detector runs very fast.

This work makes several improvements to the human detection problem in the following ways:

\textbf{1:} A highly accurate and computationally fast multi-modal human detector that fuses 1D range scans and 2D images is presented. This 1D+2D detector does not make any restrictive assumptions about the range scan positions.

\textbf{2:} A simple yet effective geometric descriptor is introduced for LIDAR data. A single-modal human detector, 1D+, using this descriptor is developed. This detector achieves higher accuracy than the state-of-the-art human classifiers based on 1D range scans.

\textbf{3:} It is shown that the multi-modal classifier can be trained with less precise range information, for instance using Kinect sensor depth data, to eliminate the need for expensive and cumbersome manual labeling.

\textbf{4:} A new LIDAR, camera, and Kinect sensor based, regis-
tered human dataset, called as DontHitMe, is made available. This dataset consists of 40,000 frames, 450 people, and 3,600 ground positive samples (about one per ten frames). It is one of the largest publicly available multi-modal human datasets.

A review of the related work is summarized in the next section. Descriptors, fusion modules, training algorithm and the proposed classifiers are described in Section 3. The details of the human dataset collection process, and the ground truth generation are explained in Section 4. In the same section, experimental results of both single- and multi-modal classifiers are analyzed. Finally, the future directions of this work are drawn in the last section.

II. RELATED WORK

Computer vision and robotics communities have been conducting extensive research on human detection for years. In both fields, selected sensor types has a direct impact on the fundamentals of the developed method. Basically, human detection algorithms can be categorized in two groups based on the modality of the input data as explained below.

A. Single Modal Human Detection

There are two essential sensor types used for single modal detection. First group includes the visual sensors, such as monocular cameras. Sensors that provide 3D geometric cues, such as one or multi layer LIDAR and Kinect, form the second group.

Visual human detectors take an input image, compute descriptors within all possible subwindows and ask a classifier to determine whether there is a human inside the subwindows or not. In earlier image based human detection works [3], [4], Haar wavelets are used to construct descriptors and train multiple linear Support Vector Machines (SVMs).

A seminal human detection technique that uses the Histogram of Oriented Gradients (HOG) features is proposed in [2]. For speed improvement, a rejection cascade of AdaBoost classifiers using the HOG features is described in [5]. The region covariance features (COV) are first introduced in [6] and a classifier based on the underlying Riemannian manifold is deployed in [7]. These holistic methods achieve remarkable results, but they may suffer from occlusions.

Alternatively, human detection can be done by identifying body parts and their common shapes [8], [9], [10], [11], [12]. In these methods, local features for body parts are determined and combined to form human models. In [13] and [14] human silhouette information is also taken into account. These methods are more robust to occlusion. However, their performance highly depends on the image resolution of the human body parts.

Detectors that rely only on geometric cues often extract features from 3D or range scan data. For example, [15] applies a set of oriented filters to the spatial depth histograms. Instead of a classifier, a simple threshold operation is performed to find the humans. Depth images are converted to 3D point clouds in [16], [17]. A dictionary is constructed from the geodesic local interest points by [16]. This method has a high detection rate as long as humans are not occluded and touch other objects. A large feature vector that employs the histograms of the local depth information is used to represent humans [17]. This approach is robust to occlusions yet it is computationally very demanding and not suitable for real time applications. Only a single LIDAR range scan is processed to form a leg descriptor in [18] and [19]. These approaches extract a number of predefined features from the segmented line parts and train classifiers. They can detect humans if the legs are visible and the LIDAR beam hits at the lower torso level.

Integrated human detection and tracking solutions that use 3D data from Velodyne LIDAR are described in [20], [21]. These methods are more accurate than [18] and [19], yet the comparably expensive cost of the sensor limits their applicability.

B. Multi-Modal Human Detection

The underlying idea of using multiple modalities is to combine their complementary advantages.

Multi-modal detection algorithms can be centralized and cascaded. Centralized approaches combine the features obtained from different sensors in a single feature vector [22] and train a single classifier.

Cascaded approaches construct multiple descriptors and train separate classifiers for each modality. They compute classifier confidences [23], [24] or impose one of the classifier to reduce the search space of the other classifier [25]. The classifiers explained in [22], [23], [24] use 1D range scans and color images to construct features and extract features. [23] and [22] use the HOG and COV features, whereas [24] uses Haar-like features to form their visual descriptors. Similar to [18], they cannot handle the situations where the range scans hit human body other than the legs.

The method described in [26] utilizes 3D features obtained from image and 3D point cloud. However, it is computationally expensive to retrieve the 3D geometric features for real time applications. [25] shares a similar concept and focuses on reducing the computational load. This method uses 3D information retrieved from stereo images to limit the search. Since it has no geometric feature extraction or information fusion mechanism, it still suffers from abrupt changes in the illumination conditions.

III. 1D+2D DETECTOR

To take the advantages of the geometric and visual information, our 1D+2D multi-modal human detector combines the range scan and image descriptors into a single representation. It works in the joint higher-dimensional feature space. A diagram of the classifier is given in Fig. 2.

For a training image window $W_t$, the corresponding 1D range scan segment $L_i = (d_1, \ldots, d_m)$ within the window can be obtained either from the LIDAR or from the depth camera. In the case of the LIDAR sensor, there is a single, horizontal, synchronously acquired range scan segment within the window. On the other hand, the depth camera can provide multiple horizontal range scan segments, which are particularly valuable for training. Here, $d$ is the depth, i.e.
Fig. 2. Training process of the 1D+2D detector.

the distance of the sensor to a scene point in camera normal direction.

A. Geometric Descriptor

In contrast to [18] that assumes the geometric descriptor corresponds to leg region, our geometric descriptor \( f^{1D} \) applies to every part of the human body. It is obtained by the following procedure:

1) Depending on the size and depth of the human objects, range scans \( L_i \) for positive samples form arbitrary length vectors

\[
f_i^{1D} = [d_1, ..., d_m]_i^T, \quad 1 \leq m_i \leq \max(\|w_W\|)
\]  

(1)

where \( \|w_W\| \) is the width of the window. In order to map the arbitrary length feature vectors onto a uniform, fixed dimensional feature space \( R^m \), an \( m \)-point bilinear interpolation, \( B_m \), is performed on \( f_i^{1D} \). After the interpolation, the dimension of \( f_i^{1D} \), that is \( m_i \), becomes \( m \)

\[
f_i^{1D} = [d_1, ..., d_m]_i^T \leftarrow B_m(f_i^{1D}).
\]  

(2)

2) The distance between the sensor setup and a human differs significantly in the scene. To compensate for this distance, the closest point depth, \( d_C \), in \( f_i^{1D} \) to the sensor setup is determined. Then, \( d_C \) is subtracted from \( f_i^{1D} \).

\[
d_C = \min(d_1, ..., d_m), \quad d_C \neq 0
\]  

(3)

\[
f_i^{1D} \leftarrow f_i^{1D} - d_C = [d_1 - d_C, ..., d_m - d_C]^T.
\]  

(4)

3) Human objects stand in front of all kinds of backgrounds. Background clutter, as well as other objects in the scene, may be positioned at different distances from the human objects. This causes considerable geometric feature variation around the silhouette of the human body. Capturing all this variation in the training data would be one approach. Yet, this requires a huge amount of training data, which would be impractical. Besides, it may cause the classifier to fail because of the weakened discriminative power of the descriptors.

Therefore, the depth values of the feature vector elements that are above a human shape threshold are upper bracketed. The threshold, \( d_H \), is set to the maximum possible radius of a human. If a point in the feature vector \( f^{1D} \) has a depth value larger than the threshold, it is set to the maximum radius. As a result, the variation due to the other objects and background clutter are eliminated effectively:

\[
d_k = \begin{cases} 
        d_H & \text{if } d_k \geq d_H \\
        d_k & \text{otherwise}
\end{cases}
\]  

(5)

B. Visual Descriptor

Due to its shape representation ability, computational simplicity, and robustness to illumination changes up to a certain degree, the HOG feature is used to form the visual part of our human descriptor, \( f^{2D} = [v_1, ..., v_n]^T \) in the classifier. The HOG features can represent efficiently the local appearance by a distribution of the edge gradients in a cell within an image region. These cells, either overlapping or on a regular grid, are smaller components of an image window. A histogram is obtained within a cell. These local cell histograms are concatenated into a larger window descriptor. All cell histograms of the window descriptor are normalized using the accumulated energy within the window for additional illumination robustness.

C. Combined Descriptor & Classifier Training

The geometric \( f^{1D} \) and visual \( f^{2D} \) features are concatenated in the same feature vector to form the final multi-modal human descriptor, \( f \).

The raw geometric and visual feature vectors have different dimensions, thus their individual contributions in the combined multi-modal descriptor are not balanced. To overcome this issue, individual vectors are normalized to unit norm:

\[
f^{1D} \leftarrow \frac{f^{1D}}{\sum_{k=1}^{m} d_k}
\]  

(6)

and

\[
f^{2D} \leftarrow \frac{f^{2D}}{\sum_{k=1}^{n} v_k}.
\]  

(7)
The combined descriptor in $R^{m+n}$ is then $f = [f^{1D} f^{2D}]^T$.

In training, the negative samples are chosen from the windows where there are no human objects. Since the window size changes according to the depth value of the window center, the size variation of the negative samples comes naturally. Even though in practice only LIDAR sensor data is available with the image, our training process still benefits from the additional depth camera data.

We use Support Vector Machines (SVMs) as our base classifiers. SVMs fit a hyperplane between the positive and negative training samples in the feature space. The decision boundary is defined by a set of support vectors that separate the positive and negative samples in a maximum margin. The decision function of SVM is

$$h(f) = \sum_{i=1}^{m} \alpha_i \phi(f) \cdot \phi(f_i^*)$$

where $\alpha_i$ are the weight of the corresponding $m$ support vectors $f_i^*$ and $\phi$ is a mapping function to a space $\mathcal{H}$. The dot products in the decision function can be replaced by a kernel function:

$$k(f, f_i^*) = \phi(f) \cdot \phi(f_i^*)$$

By using a kernel function the classifier becomes a hyperplane in $\mathcal{H}$, yet it may be non-linear in the original input space. For given a set of labeled samples $(x, y)$ where the labels $y_i = \{-1, 1\}$, the learning problem of SVM can be formulated as the minimization of

$$\min_{w,b,\varepsilon} \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{m} \varepsilon_i$$

subject to

$$y_i (w \cdot x_i - b) \geq 1 - \varepsilon_i, \quad \varepsilon_i \geq 0$$

where $\varepsilon_i$ a penalty for the misclassified samples. The above optimization tries to classify as many training sample as possible correctly. Also, the minimization of $\|w\|$ makes the margin as large as possible. $C$ is a variable term to set the relative influence.

We use the Radial Basis Function (RBF) as the kernel function of SVM:

$$\phi(f) \cdot \phi(f_i^*) = \exp(-\gamma \|f - f_i^*\|^2)$$

where $\gamma$ is the width of Gaussian kernel width. By using RBF, it is always possible to find a decision function that perfectly represents a shape in a higher, possibly infinite, dimensional space. By incorporating RBF, SVM decision function takes the final form of

$$h(f) = \sum_{i=1}^{m} \alpha_i \exp(-\gamma \|f - f_i^*\|^2)$$

in Eqs. 6 and 7, is necessary. Otherwise, higher dimensional features would be favored by the SVM decision function.

In addition to the above 1D+2D detector, a single-modal classifier, called as 1D+ detector, is also trained by SVM using only the 1D range scans to assess the discriminative power of the proposed geometric descriptor.

D. Fast Detection

Since the speed of the human detection is an important factor, the 1D+2D detector is employed in a joint fashion that takes advantage of the depth information to eliminate the unnecessary window evaluations.

To determine whether a test window depicts a human, the corresponding 1D and 2D features are computed on the registered data. The range scan line $L$ is aligned with the 2D image $I$ by a perspective transformation $L_I : T(L)$ to obtain a set of image pixel coordinates $L_I = (p_1, ..., p_n)$ in the image.

A search window $W(x, y, \delta x, \delta y)$ centered around $p_k$ is slid on the coordinates of $L_I$. The size (width $\delta x$ and height $\delta y$) of $W$ is set according to the original depth value $d_k$ of the point $p_k$ such that for smaller depth values (objects closer to the sensor setup) the window size becomes larger. The window size is also proportional to the average human size at the corresponding original depth value.

There is no guarantee that the LIDAR beam always hits a specific level of the human body in a real application, thus the vertical position $y$ of the image window $W$ is not fixed. Instead, multiple windows at different vertical positions $y \pm \Delta y_j$ are tested for each $p_k$. Similar to the selection of the window size, the number of the vertical windows and their separation are determined by the original depth value of the center point. In this case, if $d_k$ has a large value, a smaller vertical jumps $\Delta y_j$ between multiple windows is desirable.

Within each window, the geometric descriptor $f^{1D}$ and visual descriptors $f^{2D}$ are computed, normalized, and concatenated into $f$. If the sign of the $h(f)$ in the SVM classifier is positive, a human is detected by the multi-modal classifier. Algorithm 1 outlines the testing procedure.

In contrast to the conventional visual-only human detectors that need to search entire image at different scales, our 1D+2D classifier reduces drastically the search space. It eliminates completely the image scaling step. Using $L_I$ help to prune most of the image areas, which decreases the computational load greatly.

In practice, window evaluations can be ordered from nearest to far based on the LIDAR sensor depth values to determine the most critical object first.

IV. DATASET AND EXPERIMENTS

A. DontHitMe Dataset & Sensor Setup

In supervised learning, the quality and quantity of training data are very critical for the final performance of the classifier. More training data prevents from overfitting, improves generality, and enables trained models to capture possible variations of target class samples. Since our purpose is to construct an inclusive and unconstrained classifier that
Algorithm 1 Detection Algorithm

Inputs: \( L = (d_1, \ldots, d_n) \) range scan points, \( I, T, h \)

1: * Compute \( L_I \), by \( L_I : T(L) \)
2: ...

As visible, our 1D+ detector outperforms \[18\] at least by 20.2% for each part of the human body. The result

performs accurately without making any assumption about the range scan position on the human body, a large number of training samples is required for training. However, it is cumbersome to collect such a large number of registered LIDAR and camera data where range scans hit humans on different parts of their bodies. To capture different pose, appearance variations and scan positions, the height and position of the LIDAR must be modified excessively. This is definitely a tedious and inefficient task with no guarantee of capturing sufficient amount and quality of data.

To our advantage, it is possible to generate a high number of diverse range scans for positive and negative samples by using a depth camera that provides the 3D structure of the scene. Any number of scans can be obtained from a depth image by converting the geometric information into LIDAR-like readings synthetically.

Towards this goal, a sensor setup composed of an Asus Xtion Pro Live IR and color camera, and a Hokuyo URG-04LX LIDAR was used. Three sensors, IR camera, color camera and LIDAR were registered in the same coordinate system. A multi-modal human data set, called as Don\(\text{HitMe}\), was collected in outdoors (parking lots, streets, etc.) and indoors (campus, etc.) buildings. Since the IR camera is sensitive to the sunlight, outdoor data was recorded when there was no direct sunlight in the scene. In addition to the color and depth images, this dataset also includes registered 1D LIDAR range scans. It contains 40,000 images of 450 different humans in different poses, appearance variations, lighting conditions, and shadow artifacts. Several human shapes that present a challenge to existing human classifiers, such as women in skirts and small children were recorded. To capture the variance of the human poses, images are recorded sequentially at 8 fps. The location and height of the setup was changed during the collection process to collect samples in different backgrounds. Modifying the height of the sensor setup was diversified the recorded 1D range scans.

The original LIDAR range scans hit human body on different parts from the legs to the head. A total of 3,600 manual ground truth positions in images, depth camera data, and range scans were annotated. Each human in the dataset was labeled with a bounding box, \( W(x, y, \delta x, \delta y) \). Don\(\text{HitMe}\) dataset is divided into two different categories. The first dataset, called as Don\(\text{HitMe-Indoor}\), includes 30,000 frames and 3,000 ground truths which are recorded indoor campus buildings. The second dataset is collected in outdoors at night times and contains more challenging cases for human detectors, such as insufficient lighting and severe illumination changes because of car headlights. This dataset contains 10,000 frames and 600 ground truths, called as Don\(\text{HitMe-Night}\).

To complement the original LIDAR data, the depth camera data in Don\(\text{HitMe-Indoor}\) were processed to obtain additional synthetic range scans as shown in Fig. 3. These horizontal scans were produced by uniformly sampling multiple positions vertically along the labeled human window \( W \) for the positive samples. In this way, multiple scans were generated from each part of human body, from the legs to the head. A depth scan \( L_i = (d_1, \ldots, d_m) \) was discarded if it contained points where the depth camera does not provide a valid distance.

B. Experiments

Several experiments were conducted to quantify the performance of the proposed multi-modal human classifier, 1D+2D, and its range scan only version, 1D+.

In the first experiment, we analyzed the performance of 1D+ detector. We obtained 46,000 positive and 376,000 negative samples from the LIDAR sensor scans and depth images of Don\(\text{HitMe-Indoor}\) dataset. A total of 43,000 positive samples are generated synthetically from the depth images by uniform sampling and additional 3,000 positive samples were obtained from the recorded 1D range scans.

In order to reduce the variability in the testing scores, we performed multiple rounds of 10-fold cross-validation. We aimed to see the performance of the 1D+ detector at the different parts of the human body. Therefore, the positive samples in Don\(\text{HitMe-Indoor}\) dataset are divided into 3 categories, as upper body, torso and lower body.

The outcomes of the proposed and the existing state-of-the-art classifiers for the separate human body parts and for negative samples can be seen in Table I. The results are compared to [18], which is a 1D range scan based human classifier. As visible, our 1D+ detector outperforms [18] at least by 20.2% for each part of the human body. The result
of this experiment shows that assumptions on the visibility of the legs is not valid for real-life scenarios. The 1D+ is more robust and achieves remarkable accuracy at each level of the human body as can be seen in the detection performance curves of the classifiers in Fig. 4. As expected, the method explained in [18] shows its best performance if the range scans hit the lower part of the human body. Whereas the performance of our detector is almost same at different parts of the body. Proposed 1D+ does not miss any human at 89% false detection level. One of the main reasons of the consistent performance of our classifier at each part is that the positive samples are provided to our detector uniformly from different body parts in the training phase. Also, it learns more diverse geometric cues from every different part of the body from head to the feet.

Another experiment was conducted to measure the performance of the proposed 1D+2D detector. A total of 1,000 positive and 10,000 negative visual descriptors were obtained from DonHitMe-Indoor dataset. For each visual descriptor, 20 different geometric descriptors were generated synthetically from different parts of the body by uniformly sampling in their corresponding depth images. In this way, total of 20,000 positive and 200,000 negative multi-modal samples which merge visual and geometric descriptors were generated from DonHitMe-Indoor dataset to train the 1D+2D detector. Also, for comparison purposes, 1D+ detector was trained only with the geometric descriptors and the HOG human classifier [2] was trained with the visual descriptors of this set. The accuracy of the proposed 1D+2D detector and 1D+ detector were compared to the HOG human classifier. As in the previous test, multiple 10-fold cross-validations were performed. During this experiment, it was ensured that the test fold and training folds include the samples obtained from different humans. In this way, testing of the geometric and visual descriptors obtained from the same positive samples used in training are prevented. The ROC curves of this experiment can be seen in Fig. 5. The 1D+2D detector and 1D+ detector perform significantly better than the visual only detector.

The proposed classifiers were tested with 600 labeled ground truth images of DonHitMe-Night dataset to quantify the performance of the classifiers under severe illumination conditions in outdoor. In this experiment, the classifiers trained in the previous experiment were applied on the night dataset. No new classifier was trained by using DonHitMe-Night and no syntectic range scans were generated from the depth images of this dataset. The tested geometric human descriptors were obtained only from the recorded LIDAR scans. The ROC curves of the 1D+2D, 1D+, and [2] detectors are displayed in Fig. 6. It can be seen that the HOG descriptor is not enough to represent the human under insufficient lighting and at night times. Our single-modal human descriptor achieved better accuracy than the HOG descriptor. Fusing the visual and geometric cues in a joint feature vector helped to improve the performance; 1D+2D detector outperforms consistently the other alternatives.

Since our geometric descriptor is obtained from the LIDAR scans, our 1D+2D detector is more capable of handling image motion blur than the HOG classifier. Such motion blur examples can be seen in Fig. 5, for example, at the foot level of the pedestrians.

Note that, since it is accurate and computationally feasible at the same time, we compare against the HOG detector that uses SVM-RBF [2] for the most objective evaluations. There are other visual features that can generate higher...
We present an accurate and computationally very fast multi-modal human detector. This 1D+2D detector combines 1D range scan and 2D image information within a SVM-RBF framework. Unlike the existing approaches, the proposed 1D+2D detector does not make any restrictive assumptions on the range scan positions, thus this unconstrained detector is applicable to a wide range of real-life detection tasks. We also discuss a range scan only version 1D+.

Our extensive experiments demonstrate that the 1D+2D detector works robustly under challenging imaging conditions and achieves several orders of magnitude performance improvement (99% true detection at 0.005% false alarm rate in comparison to 54% true detection at 0.005% same false alarm rate on the benchmark) while reducing the computational load drastically (from 0.6 sec to 0.05 sec).

In addition, a new multi-modal (LIDAR, depth image, optical image) dataset, Don’tHitMe, is introduced. This dataset contains 40,000 registered frames and 3,600 manually annotated human objects. It depicts challenging illumination conditions in indoors and outdoors environments and will be publicly available to our community.

As future work, the presented approach can be extended to multi-class problems.

C. Computational Load

A 64x128 detection window size was chosen for both the HOG and the proposed 1D+2D detector in the experiments. The dimension, \( m \), of geometric feature \( f^{1D} \) is set to 40. The visual feature, \( f^{2D} \), has the dimension of 3780. We used a machine which has 32GB RAM and Intel i7-2760QM quad processor to train and test the classifiers. The classifiers are implemented in native C++ language of Visual Studio 2010 Pro. The training phase of the 1D+2D detector consumed the largest memory among the classifiers in the second experiment since it requires 220,000 descriptors to fit into 29GB RAM, which took ~5 hours.

We compare the computational time and accuracies of the classifiers for Don’tHitMe-Night dataset experiment as can be seen in Table II. The average processing time of a 640x480 scale-space image (10,000 detection windows) by the benchmark HOG classifier is about 0.6 second. At 95% true detection rate, false alarm rate of it is 86%, whereas the false alarm rate of the 1D+2D detector is 0 on the tested dataset. Since the search space of the 1D+2D detector is reduced efficiently by the factors explained above, its average processing time is just 0.05 second. The proposed geometric descriptor has much less dimensions in comparison to other descriptors and it is easy to compute. Thus, 1D+ detector was be able to run at 0.0002 second per scan in the same experiment.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Time (in sec)</th>
<th>FAR at 0.95 TDR</th>
</tr>
</thead>
<tbody>
<tr>
<td>HOG [2]</td>
<td>0.6</td>
<td>86%</td>
</tr>
<tr>
<td>1D+ Detector</td>
<td>0.0002</td>
<td>0.5%</td>
</tr>
<tr>
<td>1D+2D Detector</td>
<td>0.05</td>
<td>0%</td>
</tr>
</tbody>
</table>

V. CONCLUSION

We present an accurate and computationally very fast multi-modal human detector. This 1D+2D detector combines 1D range scan and 2D image information within a SVM-RBF framework. Unlike the existing approaches, the proposed 1D+2D detector does not make any restrictive assumptions on the range scan positions, thus this unconstrained detector is applicable to a wide range of real-life detection tasks. We also discuss a range scan only version 1D+

Our extensive experiments demonstrate that the 1D+2D detector works robustly under challenging imaging conditions and achieves several orders of magnitude performance improvement (99% true detection at 0.005% false alarm rate in comparison to 54% true detection at 0.005% same false alarm rate on the benchmark) while reducing the computational load drastically (from 0.6 sec to 0.05 sec).

In addition, a new multi-modal (LIDAR, depth image, optical image) dataset, Don’tHitMe, is introduced. This dataset contains 40,000 registered frames and 3,600 manually annotated human objects. It depicts challenging illumination conditions in indoors and outdoors environments and will be publicly available to our community.

As future work, the presented approach can be extended to multi-class problems.
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Fig. 7. Sample results of the 1D+2D multi-modal human detector. First two rows display detections in sample images from DontHitMe-Indoor dataset. Last two rows show sample results that were missed by the HOG based SVM-RBF [2] but accurately detected by the 1D+2D in DontHitMe-Night dataset.