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Abstract— We propose a novel dot-pattern-projection three-
dimensional (3-D) shape measurement method that can measure
3-D displacements of blink dots projected onto a measured
object accurately even when it moves rapidly or is observed
from a camera as moving rapidly. In our method, blinking dot
patterns, in which each dot changes its size at different timings
corresponding to its identification (ID) number, are projected
from a projector at a high frame rate. 3-D shapes can be
obtained without any miscorrespondence of the projected dots
between frames by simultaneous tracking and identification of
multiple dots projected onto a measured 3-D object in a camera
view. Our method is implemented on a field-programmable gate
array (FPGA)-based high-frame-rate (HFR) vision platform
that can track and recognize as much as 15×15 blink-dot pat-
tern in a 512×512 image in real time at 1000 fps, synchronized
with an HFR projector. We demonstrate the performance of our
system by showing real-time 3-D measurement results when our
system is mounted on a parallel link manipulator as a sensing
head.

I. INTRODUCTION

In recent times, vision-based three-dimensional (3-D) mea-
surement technologies have been used in many applications
such as industrial inspection, object recognition, and robot
control. To determine the 3-D positions of multiple points
in a camera view, various types of camera-projector systems
that project structured light patterns on a measured object
at different timings have been developed [1]–[3]. Most of
these structured-light systems can compute the 3-D shape
information of a measured object at a standstill with trian-
gulation by processing the corresponding images captured
by a camera. However, most of these systems used image
sensors that follow standard video signals (e.g., NTSC 30 fps
or PAL 25 fps), and their accuracy in 3-D measurement
decreased when fast-moving objects are observed. For 3-D
measurement of fast-moving objects without synchronization
errors between multiple light patterns projected at different
timings, several one-shot structured light projection methods
have also been proposed [4]–[7]. However, most one-shot
projection methods have a limited accuracy for 3-D measure-
ment because they assume a local smoothness of an object
surface in spatial encoding with one-shot projection.

Assuming a high-frame-rate (HFR) video synchronized
with structured light patterns projected from an HFR pro-
jector, several approaches have been reported for offline 3-D
measurement at thousands of frames per second [8]–[10]. By
installing a GPGPU board for parallel processing of a gray-
code structured light method [2], Gao et al. have developed
a real-time structured light system that can output 512×512
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depth images in real time at 500 fps [11]. Compared with
standard videos at dozens of frames per second, most of these
HFR systems have considerably reduced synchronization
errors. However, there are still synchronization errors caused
by multiple light patterns projected at different timings when
fast-moving objects are observed, depending on the speed of
the object and the frame interval of the projection.

For 3-D measurement of moving objects without the
assumption of smooth surfaces, multi-spot projection systems
have been developed [12], [13], and several HFR systems
have been also designed for 3-D measurement in real-time
applications [14], [15]. In most of these systems, a stationary
multi-spot pattern was projected onto a measured object,
and the extracted spots could not be distinguished once
they were miscorresponded between frames in exceptional
cases such as out-of-camera view or occlusion, because of
the no spot identification process. If we could identify the
extracted spots in every frame, we could obtain 3-D shapes
of moving objects robustly without any miscorrespondence
of the extracted spots between frames.

In this study, we develop an HFR blink-dot projection sys-
tem that can obtain the 3-D information of 15×15 blink dots
(maximum) at 1000 fps, synchronized with an HFR projector.
Our system can track all the 225 dots in a camera view
and extract their identification (ID) numbers by inspecting
the temporal changes of their sizes. Section II describes the
process flow of our blink-dot projection method. Section III
outlines the hardware and software implementation of our
method that enables 3-D measurement on LX × LY blink
dots in a 512×512 image in real time at 1000 fps. Section
IV presents the results of 3-D measurements conducted when
our system was mounted on a parallel link manipulator.

II. BLINK-DOT PROJECTION METHOD

A. Concept

We propose an improved multi-spot projection method
(hereafter referred to as the “blink-dot projection method”).
This method simultaneously extracts the ID numbers of the
multiple spots projected onto a measured object in a camera
view for robust and accurate 3-D measurement by projecting
several multi-spot patterns at different timings. Figure 1
shows the concept of our blink-dot projection method.

In this study, we focus on the acceleration of multi-blink-
dot tracking for HFR 3-D measurement at a thousand of
frames per second on the basis of the following concepts:

(a) Multi-dot extraction accelerated by hardware logic
Generally, multi-object extraction requires computation of

the order O(N2), where N2 is the image size. If we can
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Fig. 1. Blink-dot projection method.

implement a multi-object extraction process by parallelized
hardware logic as pixel-level computation, multi-dot extrac-
tion to localize blink dots projected onto a measured object
can be accelerated in our blink-dot projection method. In this
study, we accelerate multi-dot extraction by implementing
the parallel logic of a cell-based labeling algorithm [17] on
a field-programmable gate array (FPGA)-based HFR vision
platform. This algorithm is designed to be integrated with
hardware logic for fast multi-object feature extraction.

(b) Frame-to-frame correspondence with HFR video
In an HFR video, we assume that the image displacement

between frames becomes considerably smaller and allows for
a smaller search range for points corresponding to points in
the preceding frame. This narrowed search range reduces the
computational load of a matching process to correspond the
projected dots between frames on the order of O(L), where
L is the number of blink dots projected from a projector.

(c) Robust tracking with a blink-dot ID number
The directions of the multiple spot beams projected from

a projector are directly determined by inspecting the order of
blinks in their time sequences. These multiple spots periodi-
cally blink with different sizes at each projection for display-
ing their ID numbers. Thus, we reduce the miscorrespon-
dences of multiple spots between frames considerably and
obtain accurate 3-D shape information, even when there are
occlusions or out-of-camera-views. In conventional multi-
spot projection methods, the beam directions determined
with uncertainty cause serious errors in the 3-D measurement
because of triangulation using the beam direction and its
pixel position projected onto an image sensor.

We consider our method for the camera-projector system
shown in Figure 2. The xyz-coordinate system is defined as
the world coordinate system; its origin O is at the optical
center of the camera lens. The XcYc-coordinate system on
the camera image plane is perpendicular to the optical axis,
and its origin is located at the intersection with the optical
axis of the camera lens. The Xc- and Yc-axes are parallel to
the x- and y-axes, respectively, and the XcYc-plane is at a
distance fc from the optical center. The projector is installed
in a different direction than the camera; the optical center
of the projector lens is O′(x0, 0, z0). The optical axis of the
projector lens forms an angle θ0 with respect to the z-axis.
The XpYp-coordinate system on the projector image plane
is perpendicular to the optical axis of the projector lens. The

Fig. 2. Geometry of the camera-projector system.

Fig. 3. A blink-dot pattern sequence (Q = 5).

XpYp-plane is at a distance fp from the optical center of the
projector lens. The Yp-axis is parallel to the y-axis. In this
study, the XcYc- and XpYp-coordinate systems are expressed
as integer coordinates based on the pixel pitches of the image
sensor and projector device, δc and δp, respectively.

B. Blink-dot pattern to be projected

In this study, the following dot-pattern images Si(Xp, Yp)
(i = 0, · · · , Q) are periodically projected from a projector to
localize and identify LX×LY rectangular blink-dot patterns
projected onto a measured object:

Si(Xp,Yp) =

{
1 (|Xp−Xξ

p |≤w
ξη
i , |Yp−Y ηp |≤w

ξη
i )

0 (otherwise)
. (1)

where Q = blog2 LXLY c is the minimum number of blink-
dot patterns that can determine the ID numbers of all L =
LXLY dots, and (Xξ

p , Y
η
p ) is the location of the (ξ, η)-

th blink dot in the XpYp-space (ξ = 0, · · · , LX − 1, η =
0, · · · , LY − 1) as follows:

(Xξ
p , Y

η
p ) = (Dpξ +X0

p , Dpη + Y 0
p ), (2)

where Dp is the interval between the rectangular dots. The
ID number qξη of the (ξ, η)-th dot is determined as follows:

qξη = ηLX + ξ ≡ 2Q−1bξηQ−1 + · · ·+ 20bξη0 , (3)

where bξηQ−1, · · · , b
ξη
0 express the bits of qξη in binary

notation. The parameter wξηi that indicates the size of the
(ξ, η)-th dot of Si(Xp, Yp) is determined as follows:

wξηi =

{
wL (i = 0)

(wL − wS)bξηi−1 + wS (i = 1, · · · , Q)
, (4)
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where 2wL+1 and 2wS+1 are the edge lengths of the (ξ, η)-
th rectangular blink dot when it is ON (bξηi = 1) and OFF
(bξηi = 0), respectively. The projection image when i = 0
is regarded as a start-bit image, in which all of the dots to
be projected are large. Otherwise, multiple rectangular dots
are periodically blinked with different sizes for displaying
their ID numbers. Figure 3 illustrates an example of a 5× 5
blink-dot pattern sequence used in our method (Q = 5).

C. 3-D measurement with blink-dot-identification

After generating the blink-dot pattern sequence described
by Eq. (1), the 3-D distribution of blink dots projected onto
a measured object is acquired by identifying the blink dots
using the following processes. Here, it is assumed that the
camera should capture images after a frame cycle time τ ,
synchronized with the projector.
(a) Projection of blink-dot patterns

The projector projects (Q + 1) multi-dot patterns at an
interval τ in the order of S0(Xp, Yp), · · · , and SQ(Xp, Yp).
(b) Image acquisition

A gray-level image of N × N pixels is captured at time
t = kτ as follows:

Ik(Xc, Yc) = Proj(Sk mod Q(Xp, Yp)), (5)

where k indicates the frame number of the captured images.
(c) Binarization

The binary image is obtained by thresholding Ik(Xc, Yc)
with a threshold θ as follows:

Bk(Xc, Yc) =

{
1 (Ik(Xc, Yc) > θ)
0 (otherwise) . (6)

(d) Cell-based labeling
To extract the 0th- and 1st-order moments of L labeled

connected components in Bk(Xc, Yc), we use a cell-based
labeling algorithm [17] that reduces the computational com-
plexity in multi-object moment calculations. Based on the
additivity in moment calculations, this algorithm can obtain
the moments Mpq(O

l
k) ((p, q) = (0, 0), (1, 0), (0, 1)) for the

labeled regions Olk (l = 0, · · · , L − 1) in Bk(Xc, Yc) by
dividing into M2 cells of n× n pixels when N = nM :

Mpq(O
l
k) =

∑
(Xc,Yc)∈Olk

Xp
c · Y qc ·Bk(Xc, Yc) . (7)

(e) Calculation of blink-dot size and location
The size and XcYc-position of Olk are calculated using

their 0th- and 1st-order moments as follows:

A(Olk) =M00(O
l
k), (8)

(cX(Olk), cY (O
l
k)) =

(
M10(O

l
k)

M00(Olk)
,
M01(O

l
k)

M00(Olk)

)
. (9)

(f) Determination of the blink state
The blink state of Olk is determined by A(Olk) as follows:

s(Olk) =

 1 (θL1 ≤ A(Olk) < θH1 )
0 (θL0 ≤ A(Olk) < θH0 )
∅ (otherwise)

, (10)

where θLi and θHi (i = 0, 1) are parameters for determining
the blink-dot states; 1 and 0 indicate that the blink dot is in
the large and small state respectively, and ∅ indicates that
Olk does not correspond with any blink dot.

(g) Detection of the start-bit frame
By counting the number of ON-state (s(Olk) = 1) blink

dots, the start-bit frame is detected as follows:

τk =

 0 (
∑

l=0,··· ,L−1

S(Olk) > θS)

τk−1 + 1 (otherwise)
, (11)

where τk indicates the digit position of the dot ID number.

(h) Frame-to-frame correspondence
Based on the geometrical relationship of the camera-

projector system in Figure 2, LX × LY dot patterns are
projected onto LY lines in the XcYc-plane. These lines are
located at regular intervals parallel to the Xc-axis, indepen-
dent of the 3-D shape of a measured object. Corresponding
to the LY lines where blink dots are projected, we categorize
Olk into the following LY sets P ηk (η = 0, · · · , LY − 1):

P ηk = {Olk : |cY (Olk)− Y ηc | ≤ θD}. (12)

where Y ηc = Dcη+Y
0
c is the Yc-coordinate of the η-th line.

Dc is the interval of the LY -lines on the XcYc-plane, and θD
indicates the acceptable deviations of the projected blink dots
in the Yc-direction. Thus, computational complexity for the
corresponding multiple extracted regions between frames is
reduced by searching the limited number of extracted regions
Olk−1 belonging to P ηk−1 at the previous frame k− 1 for the
region Olk ∈ P

η
k at frame k as follows:

Tk−1(O
l
k)=

{
G(Olk) (|cX(Olk)−cX(Gk−1(O

l
k))|<θg)

∅ (otherwise) , (13)

Gk−1(O
l
k) = arg max

Ol
′
k−1
∈Pη

k−1

|cX(Olk)− cX(Ol
′

k−1)|, (14)

where Tk′(Olk) indicates the region at frame k′ that corre-
sponds to Olk at frame k. θg is a threshold to determine the
distant pairs of the extracted regions to be discarded, and the
number of elements of P ηk is always less than LX .

(i) ID number encoding
By checking the blink states of Olk among the previous

Q+1 frames, the ID number q(Olk) of Olk is encoded based
on the start-bit frame as follows:

q(Olk) =

k∑
i=k−Q

s(Ti(O
l
k)) · 2τi . (15)

(j) Determination of measurable blink dots
To reduce the number of encoding errors, the measurable

state of Olk is determined by checking the relationship be-
tween its ID number q(Olk) and position (cX(Olk), cY (O

l
k)).

We assume that LX × LY blink-dot patterns are extracted
topologically preserved as L dot regions in an image. Then,
measurable blink dots are determined with the following
measurable ID numbers q′(Olk) by checking whether the
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Fig. 4. Overview of the HFR camera-projector system.

encoded ID numbers of LX extracted regions Olk belonging
to P ηk (η = 0, · · · , LY − 1) are incorrectly located or not:

q′(Olk)=

{
∅ (q(Olk) 6=ηLX+γ(Olk) or s(Olk)=∅)

q(Olk) (otherwise) , (16)

where γ(Olk) is the sorting order among the LX extracted
regions belonging to P ηk when they are sorted in ascending
order of their Xc-coordinates cX(Olk).

(h) Triangulation
Using the relationship between (cX(Olk), cY (O

l
k)) on the

XcYc-plane and its corresponding point (Xξlk
p , Y

ηlk
p ) on the

XpYp-plane, the 3-D position (x, y, z) of the (ξlk, η
l
k)-th dot

where q′(Olk) 6= ∅ is obtained by solving the following
simultaneous equation with a 3×4 camera transform matrix
Jc and a 3× 4 projector transform matrix Jp:

Hc

 cX(Olk)
cY (O

l
k)

1

=Jc


x
y
z
1

 , Hp

X
ξlk
p

Y
ηlk
p

1

=Jc


x
y
z
1

 , (17)

where Hc and Hp are parameters, and the matrices Jc and
Jp are obtained by prior calibration.

III. SYSTEM IMPLEMENTATION

A. Configuration

We implemented our blink-dot projection method on an
HFR camera-projector system that can process 512 ×512
images in real time at 1000 fps or more. The HFR camera-
projector system consists of a high-speed DLP projector
(Texas Instruments DLP Light Crafter), the high-speed vision
platform IDP Express [16], and a personal computer (PC).
Figure 4 shows an overview of the system. The optical center
of the projector was at (x0, 0, z0) = (52 mm, 0, 15 mm) in
the xyz-coordinate system illustrated in Figure 2. The focal
lengths of the camera and projector lenses were fc = 16 mm
and fp = 12.6 mm, respectively. The optical axis of the
projector lens formed an angle of θ0 = 9.1◦ with respect
to the z-axis. The projector projected 608×684 images in a
100×178 mm area onto the plane at z = 342 mm. The
projected pattern was captured as a 512×512 image that
corresponds to a 100×100 mm on the plane at z = 342 mm.

The DLP Light Crafter is a development kit for high-
speed projection, which uses a DMD device; it can project
608×684 binary patterns at 1000 fps or more. Its dimensions
and weight are 117×65×23 mm and 170 g, respectively.
IDP Express is used as a high-speed image processing
system consisting of a camera head and an FPGA processing
board (IDP Express board). The camera head can capture
8-bit gray-level images of 512×512 pixels at 2000 fps; its
dimensions and weight without a lens are 35×35×34 mm
and 90 g, respectively. The IDP Express board is designed
for high-speed processing and recording of 512×512 images
transferred from the camera head, and it can accelerate image
processing algorithms by implementing hardware logic on a
user-specified FPGA (Xilinx XC3S5000-4FG900). The IDP
Express board has two camera inputs and triggers I/Os for
external synchronization. The processed image results could
be mapped in the PC memory at 2000 fps or more. The
pixel pitches of the image sensor and the DMD device
are δc = 10 µm and δp = 7.6 µm, respectively. The size
and dimensions of the prototype sensing head illustrated in
Figure 4 are 110×95×170 mm and 995 g, respectively. We
use a PC with an ASUSTeK P6T7 mainboard, Intel Core i7
960 3.20 GHz CPU, 3 GB of memory, Windows XP SP3
(32-bit), and two 16-lane PCI-e 2.0 buses.

B. Specifications

Our blink-dot projection method projected several differ-
ent blink-dot patterns and was implemented on the HFR
camera-projector system. For the 608×684 projection im-
ages, the location of the (0, 0)-th blink dot and the interval
between the blink-dots were set to (X0

p , Y
0
p ) = (270, 17) and

Dp = 30, respectively. The sizes of the large and small dots
were manually set depending on the number of blink-dot and
measured object in the experiments.

In the implementation of our method described in Subsec-
tion II-C, steps (a)–(d) for multi-object moment calculations
with a computational complexity of O(N2) were accelerated
by implementing a 4×4-cell-based labeling circuit module
on the user-specified FPGA on the IDP Express. However,
steps (e)–(h) that require object-level computation with a
computational complexity of O(L) were implemented as
software on the PC. The 4 × 4 cell-based labeling circuit
module extracted 2048 objects in a 512×512 image and
calculated their 0th and 1st moments in real time at 2000 fps.
The implementation of the cell-based labeling circuit module
was described in detail in [18]. The total execution time
of steps (a)–(h) was 0.35 ms, when 15×15 blink dots are
used. We confirmed that our HFR camera-projector system
executed the blink-dot projection method to extract up to
15×15 blink dots in a 512×512 image and measured their
3-D positions in real time at 1000 fps.

IV. EXPERIMENTS

To demonstrate the effectiveness of our HFR blink-dot
projection system, we conducted experiments involving fast
moving scenes. These involved (a) 3-D shape measurement
using a fast-moving parallel-link manipulator, and (b) 3-D
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(a) parallel-link manipulator (b) static 3-D scene to be measured
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Fig. 5. Experimental environment.

shape measurement of fast human hand movement. In the
experiments, the frame interval and the exposure time of the
system were both set to 1 ms and 0.9 ms, respectively.

A. Static scene observation using a manipulator

First, we present the 3-D measurement result for a static
3-D scene with height differences when the sensing head of
our HFR camera-projector system was mounted on the end
of a 3-DOF (degree of freedom) parallel link manipulator.
The following parameters were used in the experiment:

– binarization threshold: θ = 47.
– threshold to determine active 4×4 cells: 1 [18].
– number of blink-dot: LX = 15, LY = 15.
– sizes of large and small dots: wL = 4, wS = 2.
– parameters to determine blink states:
θL1 = 101, θH1 = 300, θL0 = 3, and θH0 = 100.
– parameter to determine start-bit frame: θS = 120.
– parameters for frame-to-frame correspondence:
Dc = 30, θD = 15, and θg = 15.

Figure 5 shows the experimental setup and the 3-D scene
to be observed. In the scene, 23 mm and 11 mm tall cuboids
and 35 mm and 20 mm and height computer mice were
located on the level plane. In the experiment, the manipulator
was controlled to move the sensing head on a circular orbit
with radius 20 cm at a cycle time of 1.33 s. The orbit was
on the plane at a distance of 342 mm above the level plane.
Figure 6 shows (a) the experimental scenes captured using
a standard digital video camera, and (b) their color-mapped
3-D plots, which were taken at t = 0.21 s, 0.51 s, 0.81 s
and 1.20 s. Here the 3-D plots were corrected based on the
depth information measured on the level plane in the same
scene. Figure 7 shows the z-coordinate of the (7,7)-th blink
dot from t = 0.0–3.0 s. In Figure 6(b), it can be seen that
the 3-D shapes of the different height cuboids and computer
mouse were correctly measured with 15×15 dots even when
the sensing head was quickly moved above the 3-D scene to
be measured. In Figure 7, it can be seen that the z-coordinate
changed periodically on the order of approximately 11 mm,
23 mm, 20 mm, and 35 cm at a cycle time of 1.33 s,
corresponding to the locations of the cuboids and computer
mice on the level plane.

t=0.21s

t=0.81s

t=0.51s

t=1.20s

(a) experimental scenes

t=0.21s

t=0.81s t=1.20s

0 40mm

t=0.51s

(b) 3-D plots

Fig. 6. 3-D measurement results observed from a fast moving manipulator.

-10

0

10

20

30

40

0 500 1000 1500 2000 2500 3000

z 
[m

m
]

�me [ms]

Fig. 7. z coordinate of the (7,7)-th blink-dot.

B. Human hand motion

Next, we present the 3-D measurement result for a human
hand moving up and down five times per second 300 mm
in front of the sensing head. The following parameters were
used in the experiment:
– binarization threshold: θ = 38.
– threshold to determine active 4×4 cells: 2.
– number of blink-dot: LX = 10, LY = 10.
– sizes of large and small dots: wL = 8, wS = 3.
– parameters to determine blink states:
θL1 = 151, θH1 = 550, θL0 = 3, and θH0 = 150.
– parameter to determine start-bit frame: θS = 51.
– parameters for frame-to-frame correspondence:
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Dc = 48, θD = 24, and θg = 24.
Figure 8 shows (a) the experimental scenes, and (b) their

3-D plots, taken at intervals of 0.06 s for t = 0.21–0.39 s.
Figure 9 shows the averaged value of the z-coordinates of
the blink-dots projected on the human hand from t = 0.0–
1.5 s, excluding the blink-dots projected on the level plane. In
Figure 8(b), it can be seen that the 3-D shapes of the human
hand were observed, whereas the 10×10 dot resolution was
insufficient for a detailed 3-D shape. In Figure 9, the aver-
aged z-coordinate periodically changed with an amplitude of
5 cm at a frequency of 5 Hz, corresponding to the frequency
of the human hand’s motion.

V. CONCLUSION

In this study, a blink-dot projection method was proposed
for accurate and robust 3-D shape measurement with blink-
dot identification, even when a measured object moves
rapidly. Our method with 15×15 and 10×10 blink-dot
projection was implemented on an HFR camera-projector
system. This system measured the 3-D positions of all the
blink dots projected onto a measured object by processing
512×512 images in real time at 1000 fps. We verified
its effectiveness by conducting experiments with moving
objects when our system was mounted on a high-speed
manipulator. In the future, we plan to improve our blink-
dot projection method for much denser and more robust
3-D shape measurement and to integrate our HFR camera-
projector system into a much smaller size for a compact 3-D
sensing head of high-speed robot manipulators.
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