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Abstract—This paper introduces two objective functions
for computing the expected cost in the Stochastic Collection
and Replenishment (SCAR) scenario. In the SCAR scenario,
multiple user agents have a limited supply of a resource that
they either use or collect, depending on the scenario. To enable
persistent autonomy, dedicated replenishment agents travel to
the user agents and replenish or collect their supply of the
resource, thus allowing them to operate indefinitely in the field.
Of the two objective functions, one uses a Monte Carlo method,
while the other uses a significantly faster analytical method.
Approximations to multiplication, division and inversion of
Gaussian distributed variables are used to facilitate propagation
of probability distributions in the analytical method when Gaus-
sian distributed parameters are used. The analytical objective
function is shown to have greater than 99% comparison accu-
racy when compared with the Monte Carlo objective function
while achieving speed gains of several orders of magnitude.

I. INTRODUCTION

Resources such as fuel, battery charge and data storage
space are a necessary component of autonomous systems.
However, autonomous agents have a finite capacity for these
resources and thus at some point will require the resource
to be replenished, particularly when persistent autonomy
is the goal. The aims of this paper are to introduce the
Stochastic Collection and Replenishment (SCAR) scenario,
and to present and compare two SCAR objective functions—
a Monte Carlo method and a faster analytical method.

The SCAR scenario consists of two inverse problems—
collection and replenishment. Collection refers to the case
where user agents in the field are collecting a resource such
as data or physical samples, whereas the replenishment case
refers to agents using a resource such as fuel or battery
charge. In the collection case, one or more collection agents
travel to the field agents and retrieve the resource that the
user agents have gathered. In the replenishment case, the
replenishment agents travel to the user agents and replenish
the resources of the user agents. In both cases, the aim
of SCAR is to allow the user agents to continue operating
without returning to base.

Several replenishment scenarios exist in the literature—
aerial refuelling of a fleet of planes or Unmanned Aerial
Vehicles (UAVs) [1], [2], [3], [4], refuelling of a constellation
of satellites [5], [6], and recharging of UAVs using Un-
manned Ground Vehicles (UGVs) [7]. The main collection
scenario in the literature is the use of a data mule to collect
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data from a sensor field [8], [9], [10]. The above scenarios
are formulated as an NP-hard optimisation problem, and
the methods proposed for solving them include heuristics,
simulated annealing, dynamic programming, and branch and
bound. The objective functions generally revolve around
minimising factors such as the total time or tardiness of the
schedule, and the total fuel used or total distance travelled
by the replenishment agent.

The above literature have several limitations. Firstly, the
replenishment agents are assumed to have sufficient capacity
to fully fill all of the agents. However, when persistent
autonomy is considered, it is clear that the replenishment
agents themselves will have to be replenished at some point.
Secondly, it is assumed that each user agent is replenished
only once. Again, it is necessary to consider replenishing the
user agents multiple times when performing persistent tasks.
Finally, the agent parameters are treated as deterministic. In
a practical system, many parameters such as speed and usage
rates are stochastic in nature. Disregarding this uncertainty
can lead to selection of suboptimal schedules from a risk
point of view [11].

The SCAR scenario aims to address the above limitations
by incorporating replenishment of the replenishment agent,
multiple replenishments of the user agents, and uncertainty
in the agent parameters. An open issue in optimisation of
stochastic systems is estimation of the expected cost. A
popular approach in the literature for calculating an expected
cost has been scenario-based methods such as Monte Carlo
simulation [12], [13]. This is simple to implement, but can be
computationally expensive. Gaussian quadrature integration
was used in [14] to generate an expected cost, while other
authors have attempted to transform the stochastic problem
into a deterministic problem using chance constraints [15] or
conservative estimates of the uncertain parameters [16].

The main contribution of this paper is the formulation of
two methods for calculating the expected cost in a SCAR
scenario. The first is a Monte Carlo method that uses
parameter values sampled from probability distributions to
estimate an expected cost, while the second is an analytical
solution that incorporates the entire probability distribution.
The SCAR problem is firstly defined in Section II, and
mathematical models of the SCAR scenario are developed
in Section IIl. A deterministic model is developed for use
in the Monte Carlo method, and a stochastic model for use
in the analytical method. These methods are valid for any
probability distribution, and are compared in this paper using
Gaussian distributed variables. Section IV introduces a num-
ber of approximation methods for working with Gaussian
distributed variables, including a new approximation to the
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Inverse Gaussian Distribution. A computational study of the
objective functions is undertaken in Section V, followed by
some concluding remarks in Section VI.

II. PROBLEM DEFINITION

In the SCAR scenario there are multiple user agents, which
have a limited capacity of a resource. In the replenishment
problem, the user agents use the resource over time, while
one or more replenishment agents travel around replenishing
the supplies of the user agents. To replenish a user agent,
the replenishment agent must travel to the user agent, setup
before beginning replenishment, replenish the user agent,
and then packup before it can travel to the next user agent.
The user agent may continue to use the resource while
being replenished. The inverse problem of the user agents
collecting the resource is identical except for the direction
of the resource flow.

The replenishment agents also have a limited capacity of
the resource and must periodically travel to a replenishment
point to be replenished. The fleet of user agents is heteroge-
neous, as is the fleet of replenishment agents. The parameters
of the agents such as usage rate, replenishment rate, speed,
setup and packup time are stochastic. The user agents may
be positioned apart from one another, and the motion of all
agents may be constrained by roads or obstacles.

Both user and replenishment agents can be replenished
multiple times in a single schedule. Any user agent can
be replenished by at most one replenishment agent at any
time, and any replenishment agent can only service at most
one user agent at any time. Preemption is not considered;
i.e. once a replenishment agent has begun replenishing a
user agent, it must continue until either the user agent is
fully replenished or the replenishment agent has exhausted
its supply of the resource.

User agents operate in their own small operational areas
such that they are unable to reach the replenishment point.
As the distances travelled by the replenishment agent are
significantly larger than the size of these operational areas,
any variations in the travel times of the replenishment agent
due to the movements of the user agents can be accounted
for in the uncertainty of the setup and packup times of the
replenishment agent.

The consequence of a user agent running out of the
resource may be either catastrophic (for example, the loss
of the agent) which corresponds to a hard deadline, or non-
catastrophic which corresponds to a soft deadline. A cost
is incurred if the deadline is not met. A hard deadline
incurs a step cost, while a soft deadline yields a linearly
increasing cost. A single replenishment agent scenario with
soft deadlines for the user agents has been assumed for this

paper.
I1I. MODEL FORMULATION

This section presents a mathematical model for both the
deterministic and stochastic single replenishment agent prob-
lems. The mathematics for the collection problem is identical
if the resource considered is the free space remaining instead
of the actual resource collected.

A. Parameters

Each user agent, 7, has the following parameters:

e U; maz 1S the resource capacity
e wu; is the current resource level
e 7; is the resource usage rate

The replenishment agent, a, has the following parameters:

e Uy mas 18 the resource capacity
e U, is the current resource level
o fq is the resource replenishment rate into the user agent
e t5,q is the setup time
e tp.q is the packup time
e v, is the velocity
The replenishment point, 7, has the following parameters:
e t,, is the setup time
e tp, is the packup time
e [ is the resource replenishment rate into the replenish-
ment agent

The distance between the replenishment agent and a user
agent is denoted d,; and the distance between the replen-
ishment agent and the replenishment point is denoted dy ..
In the following equations, an upper-case variable denotes a
probability distribution. Units do not matter as long as they
are consistent.

B. Deterministic Equations

The cost, ¢, of a schedule when using a soft deadline is
a ratio between 0 and 1 which indicates what proportion of
time the agents are empty. A value of 0 means that none of
the user agents were empty at any point during the schedule,
while a value of 1 means that all of the user agents were
empty for the entire time required to complete the schedule.
A schedule denotes a series of tasks for the replenishment
agents in the order to be executed. There are two possible
task types—replenishing a user agent, or replenishing the
replenishment agent. The first involves the replenishment
agent travelling to the user agent, while the second requires
the replenishment agent to travel to the replenishment point.
An example schedule for a single-replenishment agent, four-
user agent system might be [0, 2, ‘t’, 3, 1]. In this schedule,
the replenishment agent would replenish user agents 0 and
2 before visiting the replenishment site, and would then
replenish user agents 3 and 1.

Each time a user agent is replenished, the time that it
was empty up until that point must be calculated. For each
task replenishing a user agent, the time empty in a segment,
tsegment,i» can be calculated as:

tsegment,i = max((), tb,i - te,i)

where

e tp; is the time at which the replenishment agent began
replenishing user agent, @

e t.; is the time when user agent, ¢, will fully deplete its
resources

Once the schedule has been executed, the time empty for
each user agent must be calculated based on when it was
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last replenished. So for each user agent, the time empty at
the end of the schedule, t¢pq; is:

- te,i)

where ,,4, is the time that the schedule will finish being
executed. For a soft deadline, the cost of the schedule is then
defined as:

tend,i = InaX(O, tmaz

n n
§ tsegment,i+ § tend,i
=0

C =

1=0 (1)
ntmam

where n is the total number of user agents. The nt,,q, term
normalises the cost such that 0 < ¢ < 1. A hard deadline
would be represented by a cost proportional to the number
of user agents that ran out of the resource. For each user

agent, the time till empty can be calculated as:
o= — 2)

T

In most cases, u; = U;mas. However, if the replenish-
ment agent did not have sufficient resources to completely
replenish the user agent previously, then w; will be lower
than u; maq-

The time until a user agent is replenished depends on when
the replenishment agent last finished servicing a user agent.
Let ¢ ; be the time that the replenishment agent has finished
replenishing user agent ¢, has packed up and is ready to travel
to the location of the next task. Then the time that user agent
1+ 1 is replenished, 3 41, will depend on ¢ ;:

dai
=~ +tsa 3)

Vq

thit1 =t +
Then 7 ;41 can be calculated as:

trivt =tpiv1 +trit1 +1lpa 4

t,; is the time that it takes to replenish user agent ¢ and
depends on the current resource level, the resource usage rate
and the replenishment rate:

b= Ui, maz — Us tni’ri _ Ui max — Wq
rd — =
fa—Ti

’ Ja fa

However, if the replenishment agent does not have suf-
ficient resources to fully replenish the user agent, then the
time to replenish the user agent will be dependent on the
resource level of the replenishment agent:

. Ug Uimaxr — Ui
tr; = min(—, ——) %)
o fa ’ fa—Ti
The resource level in user agent, ¢, after being replenished,
ult, will be:
t : t

uil = mln(ui,maa:; uio + tr,i(fa - Ti))
where uf‘) is the resource level before being replenished. The
resource level in the replenishment agent will then be:

- trﬂ'fa)

For an ‘r’ task, the total time ¢y, will include the travel
time to the replenishment site, setup and packup times

t1

to
u, = max(0, uy’

of the replenishment site, and the time to replenish the
replenishment agent:

Ug,max — Uq

L bt t +tpr

Vaq fr

C. Stochastic Equations

tfa="1f:+

As noted previously, a number of the parameters of the
system are stochastic in practice, and a deterministic cost
calculation does not capture the inherent risk of a particular
schedule. Using just the expected values of the parameters,
the cost for two different schedules may be zero. Once
uncertainty is taken into account, one schedule could be
found to be more risky than the other.

The uncertainty can be incorporated by calculating an
expected cost using the probability distributions of the pa-
rameters. The most straight-forward method to do this is
a Monte Carlo cost analysis where the deterministic cost
calculation is run multiple times using values sampled from
the probability distributions. The quality of the cost estimate
will improve on average as more samples are used. However,
using a large number of samples has a significant impact on
computation time when running a schedule optimisation.

A faster method of calculating the expected cost is to
explicitly calculate the probability distribution for the time
empty at each step of the schedule and calculate the expected
cost from these probability distributions. The time that the
user agent is empty is given by:

Tsegment,i = Tb,i - Te,i
As the time empty can only be > 0, the expected value
of the time empty is given by:
oo
E[Teegment,i] = /Ip(TGegment,i) dz (N
0

where p(Tsegment,i) denotes the probability density function
of Tsegment,;- Similarly at the end of the schedule:

Tend,i = Tma:c - Te,i
E[Tend,i] = /zp(Tend,i) dz
0

Therefore the expected cost of the schedule for a soft

deadline is:

Z E[Tsegment,i] + Z E[Tend,i]

ElC] = =0 i=0 8
€] nE[Tmaz) ®)

where E[T),4.] is given by the mean value of the distribution

P(Tinaz). For a hard deadline, the cost would reflect the

probability of the user agents running empty rather than the

total time that they are empty.

Most of the following equations are similar to the deter-
ministic equations from Section III-B, using probability dis-
tributions rather than explicit values. Equation (2) becomes:
Ui
R;

Te,i =
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Equation (3) becomes:
da,i
Va

Let T}, ;41 be the time that the user agent is finished being
replenished:

Tyiv1 =T+

+ Ts,a

Trit1 = Tyi41 + it )
Using (9), (4) becomes:

Triv1=Tmiv1+Tpa (10

Equation (5) cannot be simply modified like the previous
equations as taking the minimum between two probability
distributions would lead to a discontinuous probability distri-
bution. Therefore, a series of steps are required to calculate
the time that it takes to replenish the user agent. Firstly,
calculate the resource level of the user agent at time Tlf}i:

Ut =Uj* — Ri(Ty, — T,

m,i)

where Tf,&i is the time that the previous replenishment of
the user agent was finished at. Depending on the choice
of probability distribution, some of the distribution will
extend into the negative part of the domain. However, a
negative level of resource does not make sense, so steps
should be taken to minimise the probability of a negative
value. Similarly, a resource level greater than the maximum
resource level is impossible and should be accounted for.
Section I'V-E discusses a possible adjustment technique. A #
will be used to denote variables that have been adjusted to
match the physical constraints.

The next step is to calculate the time it will take for the
replenishment agent to replenish the user agent assuming
that the replenishment agent has sufficient resource levels to
achieve this, T ;:

t
T, — Ui mazx — Uil#
T, Fa — R1
Taking into account the quantity of resource used by the
user agent during the replenishment, the amount of resource
to be replenished, @);, is given by:

Qi = Uj,max — Ultl# + TT,iRi

However, the replenishment agent may not have sufficient
resources to fully replenish the user agent, so (J; must be
adjusted against U,. The actual replenishment time can then
be calculated as:

#
Q]

Fq

The resource level of the user agent after being replen-
ished, Ufz, is given after adjustment against ; ,q. by:

T’r,i =

Utz = (UM + U, — Tr..R)*

K3

U, is used instead of T, ;I to ensure that the adjusted
distribution has an appropriate shape. The resource level of
the replenishment agent is then given by:

Uat = (U —@b?

Finally, (6) becomes:

a ua,maz - U

Tf,a = Tf’i + o + Ts,r + < + T, e

Va F
IV. APPROXIMATION METHODS

It is assumed that the stochastic parameters can be de-
scribed by independent probability distributions. While any
probability distribution is valid, in this paper the parameters
have been modelled with Gaussian distributions as these
are relatively easy to work with. Additions and subtractions
of Gaussian distributed variables result in a Gaussian dis-
tribution, whereas other operations such as division, multi-
plication and inversion result in non-Gaussian distributions.
To facilitate the propagation of the distributions throughout
the objective function, it is convenient to approximate the
non-Gaussian distributions as Gaussian distributions. The
following subsections discuss these approximation methods.
It should be noted that the probability distributions for quan-
tities such as the time that the user agent was last replenished
at and the time taken to replenish the user agent are not
independent and there will be some covariance between
them. However, for this paper the covariance between all
calculated distributions has been assumed to be zero. It will
be demonstrated later in this paper that these are acceptable
approximations and assumptions.

Y

A. Inverse Gaussian Distribution

An approximation of the probability distribution resulting
from the inverse of a Gaussian distributed variable was not
found in the examined literature. Therefore, an approxima-
tion was formulated through a numerical study. Consider:

c
I =—
G
where I is an inverse Gaussian distributed variable, G is a
Gaussian distributed variable described by mean, ug, and
standard deviation, o, and c¢ is a constant. The distribution
of I is then approximately described by a Gaussian distribu-
tion with mean, u, and standard deviation, oy, where:
C g GO

mr = — or = 3
e} 1 7e]

(12)

Fig. 1 shows the inverse Gaussian distribution, the re-
sultant approximation and the residual error between the
two distributions for an initial pg/og ratio of 20. The
Kullback-Leibler (KL) Divergence [17] for various ratios
is shown in Fig. 2. The KL Divergence is a measure of
the difference between two distributions, and as it nears 0,
the approximation approaches the actual distribution. Fig. 2
shows that the approximation improves as the g /o ratio
increases.

B. Gaussian Ratio Distribution

A method for approximating a ratio of Gaussian dis-
tributed variables is given in [18]. A ratio distribution, R:

E
R="=
F

3327



Actual
— — — Approximate ||
,,,,,,,,,, Residual error

Probability, p(x)

-0.01

10
10° |
107'E
8
S 10°F
<
[
=
8 43
S 10°%
4
107
10°F
1076 0 I1 2
10 10 10
Mu-Sigma Ratio
Fig. 2. KL Divergence for the Inverse Gaussian Approximation

with pug, op, pr, op and p = 0 can be approximated with
a Gaussian distribution where:

r:U—F,a:M—E and b= 1T
OR (o op
a
_ 13
PR = (1,016 — 0.2713) (13)
1 a?+1
S 22 14
oR r\/b2 o008 —3795 Mo U9

This approximation is only valid for a < 2.5, b > 4 [18].
As a — oo, the ratio distribution approaches the inverse
Gaussian distribution and can be approximated as per section
IV-A. For situations where a > 2.5, the inverse Gaussian
approximation method is used with F treated as a constant,

€= Ug.

C. Gaussian Product Distribution

An approximation to the product of two Gaussian dis-
tributed variables is presented in [19]. For a Gaussian product

distribution, M:

M =FEF
Then:
UM = REREF (15)
op = 0505 (14 6% + 62) (16)
where
5, ="t
O

The authors note that the approximation improves as ég
and dr become large.

D. Expected Value

Equation (7) gives the expected time empty for part of a
schedule. Assuming the expected time empty is a Gaussian
distribution with ;1 and o, this becomes:

[
—(z—w)?

E[G]:/ x2 e 22 dz
ov2m

Solving the definite integral gives:

iy T
E|G] = 2(14—e1rf(0\@))+\/%e (17)

where erf is the Gauss error function.

E. Adjusting Distributions

Gaussian distributions have a domain of (—oo,00), and
therefore there is some probability that a sampled value will
be outside the physical limits. When considering quantities
such as resource level for example, a negative value is
not physically possible. Similarly, the maximum value is
constrained by the capacity of the agent. A simple method
was devised that shifts the mean and adjusts the standard
deviation such that the majority of the distribution is within
the logical bounds. If the distribution is within 3 standard
deviations of 0, then:

o u# is calculated using (17)

e O # = /.L# / 3

By keeping the mean 3 standard deviations away from O,
the probability of a negative value is 0.13%. As an example,
consider a future resource level which has been calculated
as 1 = —2 and o = 10. As shown by the shaded section in
Fig. 3, 42.07% of the probability currently lies in the positive
domain. The expected positive value of this distribution
is calculated using (17) as 3.069. Therefore, the adjusted
parameters are:

p# =3.069 and o = p* /3 = 1.023

The adjusted distribution is shown in Fig. 3. As the
initial distribution moves further into the negative part of the
domain, the adjusted values will both approach 0. The fol-
lowing steps should be used to adjust against the maximum
level of the resource:

o Subtract the resource level from the maximum resource
level
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o Perform the adjustment on the resultant distribution
o Subtract the adjusted distribution from the maximum
resource level

Note that this is just one possible method for adjusting the
distribution. Using other distributions such as the Gamma
distribution which does not go below 0 may provide a better
approximation. However, the difficulty of working with both
Gaussian and non-Gaussian distributions then arises.

V. COMPUTATIONAL STUDY

To test the relative performance of the objective functions,
a Monte Carlo analysis was performed. For each randomly
generated schedule, the expected cost was calculated using
both a Monte Carlo approach with the equations detailed in
Section III-B, and an analytical approach using the equations
detailed in Section III-C combined with the approximation
methods detailed in Section IV. Each Monte Carlo cost was
calculated using 1000 samples from each of the parameter’s
probability distributions as a compromise between accuracy
and computation time. This trade-off is shown in Fig. 4.
The scenario consisted of a single replenishment agent, a
homogeneous set of 6 user agents with soft deadlines, and a
single replenishment point. The distances between the user
agents and the replenishment point are shown in Fig. 5. The
replenishment agent starts at the replenishment point. The
parameters of the agents and the replenishment point are
detailed in Tables I, II and III.

TABLE I
REPLENISHMENT AGENT PARAMETERS

Parameter Mean  Standard Deviation
Umaz (UNits) 5000 0
F' (units/s) 10 0.5
Ts (s) 60 20
Tp (8) 20 5
V' (m/s) 15 0.5

x 10
5 T T T T
Error |
458 — — — Trendline
\ Calculation Time

Average Absolute Error
e N w
- (6] n (¢, w (6]

o
&)

Samples

Fig. 4. Average absolute error versus Monte Carlo samples. Calculation
time shown as a guide. 1000 sample point marked.

5

@ 200m® 500m @

Fig. 5. Layout showing the location of the Replenishment Point (RP) and
User Agents

A random selection of 90,000 schedules of between 5
and 10 tasks was generated with the only limitation being
that consecutive tasks could not be the same. A schedule
of [0,1,0,1,2] would be valid, while a schedule of [0,0,1,1,2]
would not. The sample of 90,000 schedules represents around
0.1% of the possible schedules, and this number was chosen
to limit the run time of the Monte Carlo analysis. One
third of the schedules were run with all agents starting at
empty, one third with all agents starting at half capacity,
and the final third with all agents starting at full capacity.
Fig. 6 shows that the analytical objective function provides
a close approximation to the Monte Carlo generated cost. A

TABLE I
USER AGENT PARAMETERS

Parameter Mean  Standard Deviation
Umag (UNILS) 1000 0
R (units/s) 0.5 0.05
TABLE III

REPLENISHMENT POINT PARAMETERS

Parameter Mean  Standard Deviation
Ts (s) 30 10
Tp (8) 10 1

F' (units/s) 20 1
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Fig. 6. Analytical Cost versus Monte Carlo Cost

linear trend line was fitted to the data with an equation of
y = 0.9983z + 0.0013 and an R? value of 0.99996. (An R®
value close to 1 indicates a good fit.)

For each of the initial conditions, the mean and standard
deviation of the analytical costs minus the Monte Carlo
costs is given in Table IV. Fig. 7 shows the differences
plotted against the Monte Carlo cost. The error generally
decreases as the cost approaches 1. Some of this error can
be attributed to the use of only 1000 iterations for the Monte
Carlo cost function. As shown in Fig. 4, this error is on
average around 0.5 x 1073, The rest of the error is likely due
to the approximations and assumptions from Section IV that
were used to calculate the analytical cost. For example, the
assumption that the probability distributions are independent
is not necessarily valid. However, based on these results, the
effects are arguably negligible.

While these measures show the consistency between the
two methods, the primary role of the objective function is
to discriminate between good and bad schedules. To test
the accuracy of the analytical objective function, over 5
billion comparisons were made between schedules. For two
schedules A and B, a correct result is recorded if both the
Monte Carlo method and analytical method agree on which
of A and B is better. Comparisons where the Monte Carlo
cost for A and B were both equal to 0 were not included as
the analytical method will return a very small but non-zero
number for these schedules. The comparisons were run on
the results from each set of initial conditions individually

TABLE IV
ANALYTICAL COST MINUS MONTE CARLO COST FOR 6 USER AGENTS

Initial Mean Standard
Conditions  (x1073)  Deviation (x10~3)
Empty 0.02 0.56
Half full -0.10 2.79
Full 2.02 2.72

Mean
---------- 2 Standard Deviations

Difference

-0.01

-0.015

-0.02

-0.025

-0.03 . . . . . .
0 0.1 02 03 04 05 06 07 08 0.9 1

Monte Carlo Cost

Fig. 7. Analytical Cost minus Monte Carlo Cost versus Monte Carlo Cost
for 6 User Agents

as well as on the entire set of results. The results of these
comparisons are given in Table V.

The weighted average accuracy using the individual results
is 99.00%. The accuracy when the initial conditions are full
is lower than for the other initial conditions. Table VI shows
that the mean difference in cost between schedules for the
incorrect comparisons is very small in comparison to the
overall mean difference for the full initial conditions. While
it isn’t 100% accurate, for the cases in which it produces
incorrect results the cost differences are possibly small
enough that the schedules could be considered effectively
identical.

If all of the initial conditions are considered together, the
accuracy is 99.66%. This is a slightly unfair comparison
as the initial conditions significantly influence the cost.
However, the result highlights the discrimination accuracy
of the method, in particular for cases of more extreme cost
variation.

A similar study was performed on a larger scenario

TABLE V
COMPARISON ACCURACY FOR 6 USER AGENTS

Initial Number of Correct
Conditions ~ Comparisons
Empty 446129609 99.97%
Half full 449984570 99.05%
Full 342711946 97.65%
All 3938386683  99.66%
TABLE VI
MEAN DIFFERENCE BETWEEN SOLUTIONS FOR FULL INITIAL
CONDITIONS
Monte Carlo  Analytical
(x1073) (x1073)
All comparisons 27.51 29.60
Incorrect comparisons 1.02 1.80
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involving a heterogeneous set of 20 user agents and schedule
lengths of between 16 and 20 tasks. Table VII shows the error
between the analytical cost and Monte Carlo cost. With the
increased number of user agents and tasks, the mean error
has increased slightly while the standard deviation has overall
decreased. Table VIII shows that the comparison accuracy for
the empty, half full and full cases has decreased by at most
0.81%. The weighted average accuracy is 98.8%, while the
overall accuracy has not changed from 99.66%.

The main advantage of the analytical objective function is
the computation time. Compared to the Monte Carlo method,
the analytical method can be several orders of magnitude
faster. Using a schedule with 10 tasks as an example, the
Monte Carlo method using 1000 samples took 665ms to
calculate the cost, while the analytical method took only
2ms. These times were calculated using the same hardware
and both methods were implemented in Python by the same
programmer.

VI. CONCLUSIONS

This paper introduced a framework for the SCAR scenario.
Methods for approximating Gaussian probability distribu-
tions were discussed and a new method of approximating
the inverse Gaussian distribution was presented. These were
used to quickly calculate an analytical expected cost of
a schedule. A computational study between the analytical
objective function and a Monte Carlo generated expected
cost showed that the analytical objective function was over
99% accurate while computing several orders of magnitude
faster in comparison to the Monte Carlo method.

In future research, the new objective function will be
used in conjunction with combinatorial optimisation tech-
niques such as simulated annealing and branch and bound
to improve the quality of results and speed of computation.
Future work could include accounting for the covariance

TABLE VII
ANALYTICAL COST MINUS MONTE CARLO COST FOR 20 USER AGENTS

Initial Mean Standard
Conditions  (x1073)  Deviation (x10~3)
Empty -0.40 131
Half full -5.62 278
Full 0.40 1.31
TABLE VIII

COMPARISON ACCURACY FOR 20 USER AGENTS

Initial Number of Correct
Conditions ~ Comparisons
Empty 12497500 99.90%
Half full 12497500 98.65%
Full 5351411 96.84%
All 105342630 99.66%

between distributions and performing a sensitivity analysis
on the analytical method. Possible extensions to this work
include using and collecting multiple resources such as fuel
and data at the same time, moving the operational areas of
the user agents at uncertain rates, and considering multiple
replenishment agents.
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