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Abstract—The grasping and stabilization of a spinning, non-cooperative target satellite by means of a free-flying robot is addressed. A method for computing feasible robot trajectories for grasping a target with known geometry in a useful time is presented, based on nonlinear optimization and a look-up table. An off-line computation provides a data base for a mapping between a four-dimensional input space, to characterize the target motion, and an N-dimensional output space, representing the family of time-parameterized optimal robot trajectories. Simulation results show the effectiveness of the data base for computing grasping maneuvers in a useful time, for a sample range of spinning motions. The debris object consists of a satellite with solar appendages in Low Earth Orbit, which presents collision avoidance and timing challenges for executing the task.

I. INTRODUCTION

The advent of the use of robots for the removal of space debris in Earth orbit may be very close. A missing step in the methodology available for autonomously grasping and stabilizing a non-cooperative tumbling debris object (or Target), like an uncontrolled satellite or the upper stage of a launcher, by means of a free-flying robot, is that of being able to generate a feasible robot reference trajectory, for any typical geometry and motion of the debris object and in a useful time. This paper presents an analysis of the implementation of a grasping control method, first described in [1] and extended here, with focus on its success rate for providing feasible trajectories in a useful time, where classical local feedback control methods could fail.

The grasping problem of interest here was treated in [1] as a trajectory planning problem (open loop control), and was solved with gradient-based nonlinear optimization. The related Target motion prediction and robot tracking control tasks, which support the open loop control approach, were partly addressed in [2] and [3] respectively. The planning task at hand results in a highly nonlinear, constrained optimization problem, to account for the typical robot position and velocity box constraints, but also for collision avoidance, which is particularly important due to the possible presence of appendages (solar panels, antennas, etc.) on the debris object. Furthermore, the tumbling motion of the debris object gives rise to a timing issue, due to the fact that a given grasping point on it will appear in front of the robot at irregular time intervals and in different positions and orientations relative to it. Last but not least, the argued necessity for a communication link to ground during the execution of the grasping maneuver may provide a limited operational window for its execution. It is argued here that local control methods [4] [5] may fail in these conditions, if they do not make use of a feasible reference trajectory.

A well known consequence of the presence of nonlinear constraints is that the motion planner developed in [1] might fall into a local minimum, or not converge to a solution at all, for a given task, without a judiciously defined initial guess for its parameters. The free-flying dynamics of the robot, as well as the orbital scenario, present further difficulties for executing the motion planning task, with respect to a fixed-base robot task on ground (see for example [6]), which are described here.

In this paper a method is developed to provide a good initial guess for the motion planner. A suitable mapping is formulated between a four-dimensional input space, which characterizes the Target spinning motion (spinning is considered here for simplicity, although it is argued that the method can be extended to the general tumbling case), and an N-dimensional output space, which represents the family of time-parameterized optimal robot trajectories (N is practically the number of optimization parameters for each of two motion planning subproblems). A look-up table is constructed, with aid of a global search, for a sample range of spinning motions. For this, an extended version of the trajectory planning method presented in [1] is used.

The generated look-up table is then used to perform a statistical analysis of the success rate of the motion planner, assumed to be implemented in a realistic scenario, by providing an initial guess for a set of arbitrary spinning states of the given Target. Simulation results are obtained for a scenario in which the Target has two solar panels (see Fig. 1).

The paper is then structured as follows: a bibliography is first provided in subsection I-A and a problem statement is presented in subsection I-B. Section II describes the constrained optimization problem. Section III addresses the generation of trajectories in a useful time. Section IV analyses the simulation results and section V draws the conclusions.
A. Related work

A great deal of the work to be found in the literature on the space robot grasping task, which covers a time span of over 15 years, is based on nonlinear feedback control [7] [4], optimal control [5][8] or model predictive control [9]. All these approaches however, do not guarantee a feasible trajectory and require operator intervention. It is in fact evident that there is no simple measure to determine if and when the grasping point will be reachable from the current configuration (see Fig. 1) and whether the trajectory which derives from a local control law will be feasible at all times (accounting for collision avoidance with appendages, kinematic and dynamic singularities, sustainability of necessary robot forces during the stabilization phase which follows grasping, other motion constraints). These methods also do not provide any information on the necessary time synchronization between the motion of the grasping point on the Target and that of the robot. Furthermore, since the methods are local, the nonlinear nature of the robot kinematics is not exploited to favor a successful grasp.

More generally, with regards to robot motion planning in the context of nonlinear optimization, different applications may be found, as for industrial robots [10] [11], for humanoid robots [12] [13] [14] and for flying vehicles [15]. Collision avoidance is treated in different ways, including the method of growth distance in [16] [10] and the method of strict-convexity bounding volumes [17]. The grasping task of interest here was treated in this context in [1].

In [6] the optimal motion planning problem for a catching task with a fixed-base redundant manipulator on ground is addressed, while treating the real-time implementation and the local minima issues. Different learning methods are implemented to map a three-dimensional input space, which represents the Target trajectory (e.g. a ball), and the N-dimensional parameter space of global optimal robot trajectories.

Motion planning for free-flying robots with collision avoidance is treated in [18], where the trajectory generation of the approach phase is addressed, while treating the chaser satellite with robot as a point mass and the target as a rotating rigid body with a large span (to account for the solar panels). It is argued that the major danger is the potential of collision between the satellite and the robot. Optimization is used to find safe kinematical trajectories, while optimizing a safety metric, based on the "time to collision" in case of robot control failure, as well as fuel expenditure and time. The problem of local minima is recognized but not treated.

B. Problem statement

The grasping and stabilization task may be described as follows:

- the Servicer satellite is at first in its initial position, called the Observation Point;
- the Servicer satellite then approaches its grasping position, called Mating Point, by means of its actuation;
- the robot manipulator on the Servicer then performs a maneuver to bring its end-effector in a vicinity of the grasping point on the tumbling Target;
- the robot end-effector tracks the grasping point for a few seconds with subsequent homing-in and closing of the grasp;
- the relative motion between the Servicer and the Target is stabilized with the robot;
- finally, the motion of the Servicer-Target compound is stabilized by means of the Servicer actuators.

Note that the Servicer is only acted in the first approach and in the last compound stabilization steps.

We are interested here in considering the scenario shown in Fig. 1. This is because we want to address typical targets in Low Earth Orbit (orbital period 1.5 hours), for which solar panels may be present, but are generally relatively small (1 or 2 meters). The robot manipulator is assumed to have 7 DOF and the mass ratio between Servicer and robot is taken to be significantly small, such that a fixed-base robot control method would generally fail.

We will assume that the tumbling Target presents only one useful grasping point, for the purpose of our analysis. In fact, finding a suitable structure to grasp is a recognized problem (see [19]). A suitable position of the Servicer relative to the Target and a suitable robot trajectory are therefore of primary importance for a successful, collision-free operation.

It is also assumed that the grasping point is predefined by an operator, to relax the degree of autonomy of the proposed
method. The choice is dictated by the geometry of the point to be grasped, as well as its favorable location of the Target. If a model of the Target is not given, a communication link to ground will therefore be necessary during the grasping operation, to allow for the operator to define the grasping point. A communication link is however also necessary to upload the reference trajectory to the robot, which must be computed on ground due to the limited computational power on board, and because it is useful to supervise the grasping operation.

Two operating conditions for communication to ground are possible: in the first, the communication link takes place through a relay satellite in Geostationary Earth Orbit; in the second, communication takes place through a direct link to ground. While in the first case, a link can be assumed possible for at least a half-orbital period, for the second the time-of-contact has a duration of approximately ten minutes. We will assume the latter as the operating condition here.

The tumbling motion is assumed to be constrained to a flat spin, for which the angular velocity is directed about an inertially fixed rotation axis which also coincides with the major axis of inertia of the Target, and limited between +/-4 deg/sec. Its orientation however is assumed to be general. The flat spin motion is motivated by the well-known energy dissipation property of flexible appendages.

The Target trajectory, meaning the translational motion of its centre of mass and the rotational motion about it, is assumed to be determined by a motion prediction algorithm (e.g., [2]). This algorithm must also run on ground, due to its computational burden, and requires a motion estimate of the Target motion, which in turn is based on real-time visual data (from stereo camera or LIDAR) of the Target. A motion planning solution should be delivered by the motion planner within a fraction of the total motion prediction time (in [2] the latter was assumed to be 100 seconds). In this way, the maneuver can be executed within the remaining motion prediction time, thus guaranteeing its feasibility. The notion of “useful time” used here refers to this fact, to also allow for a synchronized execution.

II. FORMULATION OF THE CONSTRAINED OPTIMIZATION PROBLEM

In this Section the optimization problem which results from the problem formulation described in Section I-B is addressed.

A. Dealing with the short communication time

The operational condition of a limited communication time, added to a general orientation of the spinning Target and a single grasping point on it, led to the idea of developing a strategy after which a feasible trajectory to any possible Cartesian position of the grasping point, within a predefined suitable subregion of space which may be spun by it, can be obtained in a useful time. In fact, since the orientation of the Target is initially unknown and is general, nothing can be said a priori about the region which the grasping point will span in a single communication window (this issue is addressed in some detail in [20]). This way, as long as the grasping point crosses the chosen subregion within the communication window, a feasible solution, if physically possible, is guaranteed.

We confine the subregion of interest in which favorable locations of the grasping point may occur to a hemisphere, the plane of which is orthogonal to the line connecting the two satellites, as shown in Fig. 2. This idea derives from the simple fact that the Servicer will approach the Target from some direction (generally V-bar or R-bar, defined in Fig. 1. Note that V-bar and R-bar are in the direction of flight and in the orbital radius directions respectively) and will therefore have a limited reaching capability. The figure also shows an example of the curves which a grasping point will trace onto this hemisphere, as the Target tumbles, for a given initial angular velocity and for the two different communication operational conditions. It is important to note that the traces shown are those for one given orientation of the assumed constant angular momentum vector of the Target. Therefore for an arbitrary orientation of the angular momentum, the same traces will result to be rotated about the origin accordingly.

B. Free-flying robot motion planning problem

Given the strategy chosen in Section II-A, we want to now define the optimization problem at hand in more detail. The problem is similar to the one tackled in [1], the salient features of which are reported here, however with some modifications.

The problem is divided into two subproblems: first the approach and tracking with grasping and second, the stabi-
lization (equivalent to bullets two to four and to bullet five in the task description provided in Section I-B respectively).

In the first subproblem, a point-to-point task is first solved, to bring the robot end-effector in the vicinity of the grasping point on the Target. This is followed by a short tracking of the grasping point, while homing in of the end-effector onto it, and finally closing the grasp.

Mathematically, the optimization problem for the robot approach phase (denoted with the upper superscript 1) can be written as follows:

$$\min_{t_0^1, t_f^1, \theta^1_{m}(t)} \Gamma^1(t_0^1, t_f^1, \theta_{b}^1(t_0^1), \theta_{m}^1(t))$$

subject to

$$M(\theta^i) \ddot{\theta}^1(t) + c(\theta^i, \dot{\theta}^1) \dot{\theta}^1(t) = \tau^1$$

$$h^1(\theta^1(t)) \leq 0$$

$$h^1_{coll}(\theta^1(t)) \leq 0$$

$$\theta^1(t_0^1) = \theta^1_{in}, \dot{\theta}^1(t_0^1) = 0, \theta^1(t_0^1 + t_f^1) = 0$$

for $t_0^1 \leq t \leq t_0^1 + t_f^1$ and where $\theta = [\theta_b^T \theta_m^T]^T$ expresses the degrees of freedom of the system, including those of the Servicer with subscript $b$ and those of the robot manipulator with subscript $m$. Furthermore, $t_0^1$ is an initial time, $t_f^1$ is a predefined relative final time (added to $t_0^1$), $\Gamma^1$ is a predefined cost function, $h^1$ are inequality box constraints of type $x_{min} \leq x(t) \leq x_{max}$, for $x = \{\theta^1, \dot{\theta}^1\}$ and $h^1_{coll}$ are collision avoidance constraints. Note that the constraints on the robot joint positions are purposely reduced to 75% of their true values, in order to leave some margin for the stabilization task. Those on the velocities help to ensure that the solutions are free of singularities. To compute collision detections and to formulate the collision avoidance problem, bodies in the scene are represented as convex polytopes [1]. The relative inequality constraints then consist in ensuring that the penetration depth between the polytopes is always zero.

Functions $g^1(r_e(t_0^1 + t_f^1))$ are equality constraints on the final end-effector state $r_e(t_0^1 + t_f^1)$ to be in a desired relative position and orientation with respect to the grasping point. Differently as in [1], this equality constraint is relaxed here in one rotational direction to an inequality constraint, to allow for a rotation of the end-effector around the ring structure of the Target. Finally (6) expresses boundary conditions on position (where $\theta_{in}$ is a predefined feasible and singularity-free initial configuration) and on velocity. More will be said about boundary conditions on acceleration and jerk in Section III-A.

In order to solve the problem posed by the strategy chosen in Section II-A, the initial time $t_0^1$ is fixed and the spinning motion of the Target is propagated in such a way that the Cartesian position of the grasping point is the desired one at that same time. In order to achieve this, the desired position of the grasping point is defined by the first two of the three Cardan angles, $\phi_{des} = [\phi_1, \phi_2, \phi_3]^T$, which define the orientation of the Target with respect to the inertial frame:

$$r_{GP}^1 = A(\phi_{des}) r_{GP}$$

where $r_{GP}$ are the coordinates of the grasping point in the Target body frame, $A(\phi_{des})$ is the transformation matrix between the Target body frame and the inertial frame, function of the Cardan angles $\phi_{des}$, and $r_{GP}^1$ is the desired Cartesian position of the grasping point in the inertial frame. Note that this parameterization of the Target orientation is only used to span the subregion of interest shown in Fig. 2 (quaternions are used to propagate its motion in time). As such, parametric singularities do not pose any problem in this context.

In order to guarantee a feasible solution, the Servicer maneuver which precedes the robot approach maneuver, from the predefined initial position (Observation Point) to the found solution for the beginning of the robot approach maneuver (Mating Point), expressed by $\theta_{b}^1(t_0^1)$, is also subjected to velocity and collision avoidance constraints, expressed in (3) and (4). Note that this feature was absent in [1]. Note also that $\theta_{b}^1(t_0^1)$ only includes the two translational position components in the orbital plane, where it is imposed that all other degrees of freedom remain fixed during this maneuver [1].

The tracking phase consists of an inverse kinematics solution, which is dictated by the motion of the Target and the time at which it begins [1]. Its duration is defined by a relative time $t_f^2$. The same motion constraints apply for this phase as for the previous. In order to provide a reference final configuration for the following stabilization phase, the tracking phase is propagated further than $t_f^2$, to $t_f^2 + t_f^3$, to the robot configuration $\theta_{m}^2(t_0^1 + t_f^1 + t_f^2 + t_f^3)$.

The stabilization phase requires bringing the robot joints velocity to zero, while ensuring that the motion constraints are not violated:

$$\min_{t_j^3, \theta_{m}^{3}(t)} \Gamma^3(t_j^3, \theta_{m}^{3}(t))$$

subject to

$$\theta(t_0^3) = \theta(t_0^1 + t_f^1 + t_f^2), \dot{\theta}(t_0^3) = \dot{\theta}(t_0^1 + t_f^1 + t_f^2)$$

$$\theta_{m}(t_0^3 + t_f^3) = \theta_{m}(t_0^1 + t_f^1 + t_f^2), \dot{\theta}_{m}(t_0^3 + t_f^3) = 0,$$

$$h^3(\theta^3(t)) \leq 0$$

$$h^3_{coll}(\theta^3(t)) \leq 0$$

where $\Gamma^3$ is a predefined cost function. The inequality in (11) may here also express limits on the forces on the robot gripper. The initial conditions in (9) express the dependency on the final conditions of the previous tracking phase.
C. Cost functions for the motion planning problem

Different cost functions can be defined for the approach phase, as for example the end time [5], or the robot manipulability [1], the distance from collisions [18] [1], or the Servicer actuation energy [1]. The first is however not relevant in the context of this work, due to the introduction of a synchronization between the Target and the robot. The others either express an attempt to maximize the success rate of the grasping maneuver or to perform a perhaps not indispensable energy optimization.

A different approach is developed here, after which the minimization of a cost function for the task in question is of secondary importance, since it is really only important to have a high success rate. Instead, the definition of a cost function, at least for the approach phase, is here dictated by a necessity which results from the chosen method of solution for the optimization problem at hand. In fact, given that the joint states are parameterized in time (see Section III-A) with a sufficiently high number of parameters to ensure an efficient convergence rate of the optimizer (see Section IV), it is necessary to introduce a cost function which provides physically sensible solutions (in practice, avoids unnecessarily high joint speeds and oscillations, which can easily result from a parameterization with a high number of parameters). One way to do this is to choose the mechanical energy of the robot manipulator as cost function:

\[
\Gamma_{\text{energy}} = \int_{t_b}^{t_f} \left( \tau^T(t) \dot{\theta}(t) \right)^2 dt ,
\]

(13)

which represents the integral of the mechanical power of the robot joints. This cost function is sufficient to regulate the robot motion solutions which result from the planner. Note that at the same time, since the mechanical energy is minimized, and with it the joint velocities, also the distance from a singularity, and as a result the manipulability, may indirectly be maximized. Note also that extra equality constraints need to be introduced onto the Servicer position, such that the latter remains fixed in the origin of the orbital (inertial) frame. Without these extra constraints, solutions would otherwise be found for which the robot hardly moves (i.e. \( \Gamma_{\text{energy}} = 0 \)) and the Servicer brings the end-effector onto the grasping point. As we will see later (see Section III-E), a Servicer maneuver can still be utilized to reach any Cartesian position of the grasping point on the Target which is not reachable without one. In the process of planning such maneuver, the Servicer actuation energy can be optimized.

A second cost function is introduced here, related to the robot manipulability, which penalizes joint positions which are closest to their limit values:

\[
\Gamma_{\text{margin}} = \sum_{i=1}^{DOF} -k \theta_{\text{delta} i} + (\theta_i - \theta_{\text{mid} i})
\]

(14)

where \( \theta_{\text{mid} i} \) and \( \theta_{\text{delta} i} \) are the middle and relative amplitude for the position of the \( i^{th} \) joint and \( k \) determines the threshold above which the positions are penalized. The terms in (14) are set to zero if negative. Furthermore, only the maximum value for each joint throughout the maneuver is taken for the cost computation. This cost function will be used to prioritize the solutions resulting from the global search (see Section III-B).

Regarding the cost function of the stabilization phase, this is of marginal importance. As we will see, this phase is relatively straightforward.

III. TRAJECTORY PLANNING IN A USEFUL TIME

In this Section, the method of solution for the optimization problem at hand is first addressed. The method for generating a look-up table and its utilization in a real-time scenario is then described.

A. Parameterization of the trajectories

The chosen parameterization for the joint states is an order-4 B-spline. This was chosen in order to allow for smoothness up to the third derivative. Details of the B-spline implementation can be found in [6].

Important to note here is the particular choice of the boundary conditions. These were already defined for position and velocity in Section II-B. It as also chosen here to set acceleration and jerk to zero at the boundaries, such as to minimize the number of optimization parameters and therefore minimize the computational time of the optimizer.

For the Servicer maneuver a trapezoidal function is used. Details of this may be found in [20]. The resulting number of parameters is one per state, for given maximum spacecraft velocity and acceleration. As described in Section II-B, only two translational states are used for the maneuver.

The resulting number of parameters for the first subproblem, i.e. the approach, is \( N \), where: \( N-3 \) parameters belong to the parameterization of the B-splines \((N-3)/7 \) per joint), two parameters belong to the parameterization of the Servicer maneuver and one further parameter is introduced to represent the time along the Target trajectory at which the grasping takes place. This last parameter dictates the position of the Target grasping point at time \( t_0^1+t_f^1+t_f^2 \), in function of the given Target dynamics.

Note that for the second subproblem, the stabilization, the last three parameters are irrelevant and are therefore not included.

B. Global search

Given the highly nonlinear nature of the optimization problem at hand, local minima are present as well as multiple solutions, of any given problem. As such, we run the optimization for a given grasping point position and spin velocity 100 times, using different initial guesses for the starting parameters, chosen with the following procedure:
a robot configuration \( \theta_m \) is defined randomly, within the range of allowed values; a trajectory is determined as a straight line between the given initial and the randomly defined configuration, by algebraic computations of the B-spline parameters; these latter parameters are taken as initial guess for the robot states. For the two Servicer variable position states, random values are chosen between predefined maximum and minimum values. Subsequently, the starting parameters which yield the best optimization result of the 100 trials, in terms of the cost function \( \Gamma_{\text{margin}} \), are taken as global optimum.

C. Offline method for local optimization problem

The optimization problem described above is solved as a nonlinear programming problem (NPL), by satisfying the equality and inequality constraints at a finite number of \( k \) via points. The proposed optimization method is based on direct single shooting, with parameterization of the system independent states in time, as done for e.g. in [10], i.e., \( \theta = \Theta(t,p) \), where \( p \) is a column matrix containing N-3 optimization parameters, as described in Section II-A. For the approach and for the stabilization problems described in Section II-B, two parameter sets \( p^1 \) and \( p^3 \) result. The system dependent states and input forces are then computed from the integration of the state transition equations [1]. Note that due to the possibility of relatively large joint velocities arising from the chosen parameterization, care needs to be taken to ensure that the integration accuracy is sufficiently high, such that the momentum of the free-floating system throughout the integration is constant (if not, significant errors in the end-effector position result). The NPL is solved with the Sequential Quadratic Programming algorithm from the MOPS library [21]. The numerical integration is performed with an explicit fifth order Runge-Kutta method, with step size control (DOPR15).

To compute the penetration depth between two bodies, the ODE library is used [22]. The library allows representing objects as boxes or capsules. Each pair of intersecting objects is treated separately and penetration depth can be evaluated for each pair straightforwardly.

D. Efficient initialization of the local planner

To provide a good initial guess for the trajectory planning problem in a real-time scenario, in which the grasping point follows a trajectory provided by a motion prediction algorithm, the solutions of the global search are used in a form of a look-up table (first-order Nearest Neighbour (NN)). The spinning motion of the predefined grasping point on the Target is parameterized with four parameters, which include three parameters of the satellite orientation (the Cardan angles \( \phi_{des} \), defined in Section II-B) and one for the spin component of its angular velocity (note that a flat spin is always directed about the major axis of inertia). Note that we are only interested in the satellite orientation parameters which result in the region of interest shown in Fig. 2. By setting up a grid for these, a global search is performed for each grid point and the resulting parameter sets \( p^2 \) and \( p^3 \) stored in it. A mapping between the four input parameters and the N output parameters results at the grid points, for the complete grasping task. This grid needs to be computed only once, for a given target geometric model, and is computed off-line, therefore not affecting the autonomous character of the proposed grasping strategy.

E. Real-time implementation

In the real-time setting, it is assumed that a prediction of the Target motion is available. For a given set of the four input parameters which describe the Target trajectory, a simple Euclidean metric is used to identify the closest point in the look-up table. This point is used to define the initial guess for the optimizer. Subsequently, based on this initial guess, the motion planner is run on-line to compute a successful robot trajectory. For this on-line version of the motion planner the accuracy of the optimizer is reduced, in order to minimize its computational time. The on-line planner however still satisfies the equality and inequality constraints defined in Section II-B, therefore adjusting the discrepancy between the trajectory which results from the initial guess and the desired trajectory.

If the Target trajectory does not cross the subspace represented by the look-up table during the prediction time of 100 seconds, the observation and prediction procedure is repeated until it does, i.e. until the grasping point is in reach. Alternatively, an extra Servicer maneuver could be planned, such that the closest point on the trajectory is brought in the vicinity of the relative closest point in the look-up table. This maneuver could be optimized for actuation energy, independently of the robot maneuver. This procedure however would require an overall longer motion prediction time, due to the long execution time of the Servicer maneuver (in the order of 200 seconds for a Target size as the one considered here [20]).

IV. ANALYSIS OF RESULTS

In performing first global search computations, it was found that a parameterization of the joint states with one single parameter per joint gave a very low convergence rate. It was instead found that more than two parameters per joint did not make a difference. As a result, in this implementation \( N=17 \), to account for two parameters per robot joint, two parameters for the position of the Servicer at the beginning of the robot approach phase (in the orbital plane) and one parameter to determine the time along the Target trajectory for the grasping time. Note however, that to generate the look-up table the last three parameters are fixed by the motion constraints which define the optimization problem: the Servicer position is constrained to be fixed in the Observation Point, to avoid that the energy cost function goes...
to zero, as described in Section II-C; the time along the Target trajectory is fixed, due to the necessity of the Target being in the desired Cartesian position, at the gasping time, which represents the point in the Look-up table to be computed.

The value for the integrator accuracy was set to 1e-9, that of the optimizer to 1e-2, while its delta for the computation of the Jacobian to 1e-5. The number of via points was set to k=20. The inequality constraint on the end-effector orientation relative to the Target was defined such as to allow a +/-75 deg. rotation.

The energy cost function in (13) provides the expected bell-shaped joint velocity profiles for the approach phase as shown in Fig. 3. In the same figure a typical evolution of the joint velocities is shown for the tracking and stabilization phases. The jump in the velocity between the approach and the tracking phases is due to the fact that the boundary conditions for the end of the approach phase are set to zero robot joint velocities (see (6)). This is not thought to have any negative operational consequences, unless flexible appendages are present on the Servicer, in which case a smooth transition could be achieved via redefinition of the same boundary conditions or with a PD control term in the tracking phase, with a zero velocity at its beginning. Finally, the satellites and robot were modeled with 13 polytopes (boxes and capsules) and gave rise to a total of 15 collision checks for every via point. The span of the solar panels together was taken to be 3.2 meters.

A. Generation of look-up table

In order to generate an exhaustive set of grid points to cover the hemisphere described in Section II-A, equidistant points on a sphere should ideally be computed. A simpler approach was adopted here and a set was defined by hand, which resulted in the 35 points shown in Fig. 4. Each point in this figure represents a Cartesian position of the grasping point at the grasping time (end of tracking phase). This position was parameterized here as described in Section II-B, by means of the first two of the Cardan angles $\phi_{deg}$, which define first a rotation about the z-axis and then one about the new y-axis. A preliminary rotation is however necessary to align the position vector of the grasping point with the negative Cartesian x-axis. The third Cardan angle was then used to rotate the Target about the same position vector (the new x-axis, which therefore does not influence the Cartesian position of the grasping point), to complete the orientation representation of the Target. The incremental steps of the third angle were taken to be 45 degrees, to cover a complete 360 rotation in 8 steps. Finally, the angular velocity, which is specified to have a maximum magnitude of 4 deg/sec, was varied for each of the resulting points (35x8), between the two values +4 deg/sec and -4 deg/sec.  

This task parameterization so described results in a total of 360 (=35x8x2) grid points. For demonstration purposes, only four adjacent points were considered here, also shown in Fig. 4, which had the following values for the first two Cardan angles: (60, 45), (30, 45), (30,0) and (60,0) deg. For the resulting 64 grid points (4x8x2) a global search was performed, as described in Section III-B, to obtain their corresponding optimization parameters for the approach and stabilization maneuvers, $p^1$ and $p^2$. Note that the following parameters were set to the values: $t_0 = 0, t_f^1 = 10.0, t_f^2 = 2.5, t_f = 10.0$ sec.

The convergence rate varied from point to point, between zero (e.g. due to collisions with the solar panels) and 20%. Of these, the best was selected according to their corresponding value for the cost function $\Gamma_{\text{margin}}$ defined in (14). 

The computation times of this global search was ap-
approximately 30 hours per Cartesian point (1400 tasks) for the approach phase and 2 hours for the stabilization phase (only performed for the runs of the approach phase which converged), on an Intel Xeon CPU W3520 2.67GHz machine. Note that for a fully tumbling Target, the discretization of the angular velocity would have to include three components, resulting in 560x2x2=2240 points for a complete set. This computationally intensive task however needs to be computed for a given free-flying robot and a given Target geometry (given grasping point) only once, such that a wide range of tumbling states would be covered during the grasping task.

B. Real-time implementation

A statistical analysis was performed to assess the success rate of the trajectory planner when supported by the look-up table. Random values of the three Cardan angles were chosen within the range defined by the four sample points defined in the previous Section for the first two, between 0 and 45 for the third, and between +4 and -4 deg/sec. for the rotational velocity.

By choosing the first solution found in the global search, the success rate (for 100 trials) was found to be 75%, of which 83% for the approach and tracking phase and 92% for the stabilization phase. When however the solutions found in the global search were ordered after the cost function $\Gamma_{\text{margin}}$, such that the best one was used, then the success rate was found to be 90%, of which 92% for the approach and tracking phase and 98% for the stabilization phase.

The search strategy could be improved by looking for the point in time along the given trajectory which is closest to a grid point in the look-up table (in the analysis presented here the time along the Target trajectory used for the selection of the closest point in the look-up table was fixed). Note also that the results can always be improved by introducing more grid points in the look-up table, however at the expense of its computation time. The latter however can be substantially improved by performing the optimization gradient computations in parallel. Note in fact that the optimization gradient computations are currently computed numerically by finite differences.

The average computation times for the real-time runs was 102 seconds, however 10% with a time above 150 seconds. Further work will aim at reducing this computation time.

V. CONCLUSION

A method is described which provides feasible trajectories for a free-flying robot to grasp a target debris object in a state of pure spin about an inertially fixed axis and with general orientation, in a useful time. The method allows to deal with communication constraints typical of a Low Earth Orbit scenario. All relevant three-dimensional motion constraints are accounted for, such as collision avoidance and robot workspace boundaries. The method is based on the construction of a suitable lookup table off line, to provide a good initial guess for the trajectory planner. The method is also extendible to a tumbling motion of the target object. It is shown by statistical analysis, for a range of spinning states, that the method has a sufficiently high success rate.
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