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necessary to find the minimum number of sensors that would 

be able to provide an error threshold smaller than 0.5 mm for 

all depth configurations. As mentioned earlier, a minimum 

two sensors is required to estimate the shape of the needle in 

each plane with two inflection points. However, the 

localization analysis proved that for low insertion depths with 

only one active sensor, the error noticeably exceeds 0.5 mm. 

In order to compensate for this, we use three sensors along 

each fiber as will be discussed next.  

For a three sensor case, U6:T; can be approximated as 

follows: 

U6:T; L =ìT
7 E >ìT6 E ?ìT E @ì (2) 

To find ay, by, cy, and dy, we use strain information at x1, x2, x3, 

from (1), and at the tip (which is 0). Having Uññ:T; at 4 points, 

ay, by, cy, and dy could be found as follows: 

f=ì>ì?ì
@ì

j L
Ï
Î
Î
Î
ÍT5

7

T6
7

T7
7

.7

T5
6

T6
6

T7
6

.6

T5

T6

T7
.

s

s

s

sÒ
Ñ
Ñ
Ñ
Ð
?5

fU
ññ:T5;
Uññ:T6;
Uññ:T7;
r

j (3) 

L is the instantaneous length of the needle. If we double 

integrate equation (2) and apply the boundary conditions, the 

approximated profile is obtained as follows: 
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(4) 

The approximate position of the needle tip then would 

be�U:.;. The profile on the x-z plane, z(x) is found in the same 

manner. In the next section, sensor localization i.e. finding 

optimum x1, x2, and x3 is discussed in detail. 

IV. SENSOR LOCALIZATIONS  

The needle tip pose estimation error can be defined as the 

difference between the approximated and the actual tip 

position: 

 

������:T5á �T6á T7; L �UÔÖçèÔß F UÔãã� (5) 

 

 This error is a function of x1, x2, and x3. To minimize this 

error, the optimum sensor locations should be found for all 

insertion depths and possible needle profiles. For this reason, 

we need to generate all possible needle profiles and insertion 

depths and see what sensor locations make the smallest error 

among all.  The only practical method of searching among 

that infinite number of possibilities is development of a model 

for needle deflection. This model gives a mathematical 

function by which we can measure UÔÖçèÔß  and UÔãã for any 

shape and depth and, as a result, determined the proper sensor 

locations based on Equation (5). 

A. Modeling  

Fig. 1 shows the needle steering robot. For our application, 

the utilized free body diagram is as shown in Fig. 4. Fy is the 

concentrated lateral force at the tip, Fx is the concentrated 

axial force at the tip due to the bevel-tip, w is the distributed 

load applied to the needle inside tissue, the factor a is the 

needle length not inserted into the tissue but still deflected 

from the loads applied, and L is the instantaneous needle 

length. Here, we ignore torsion along the needle since we did  

 

 

 

 

 

 

 

 

 
Figure 4.  Free body diagram (FBD) for the bevel-tip needle during insertion. 

 

not observe torsional lag between the base and the tip in 

phantom experiments. Although this FBD might not be the 

most accurate one, it is still adequate because this approach 

focuses not on what types of forces are applied but on what 

needle shapes can be created. As a result, a force 

configuration that generates a variety of needle shapes with 

up to two inflection points will allow derivation of 

mathematical models and optimization. 

The needle can be modeled as an Euler-Bernoulli beam 

since the maximum tip deflection is limited to 10% of the 

length. We experimentally confirmed this assumption (i.e. the 

linear relationship between the force and tip deflection) for 

the 20G needle we used. The Euler-Bernoulli beam¶V�

governing differential equation is as follows: 

U6:T; L /ì:T;
'+

 (6) 

where My (x) is the moment as a function of x, and E is the 

equivalent module of elasticity, and I is the equivalent 

moment of inertia of the needle cross section. The equivalent 

E and I means to consider the module of elasticity and the 

moment of inertia of the fibers as well (here, we do not 

consider them since they are small compared to the E and I of 

the needle). Due to existence of the axial force at the tip of the 

cantilever beam, it should be analyzed as a beam-column not 

as a beam. This means that the moment caused by the F(x) 

should be taken into account, as well: 

/ì:T; L 4ìT E (ëU:T; F/Ë�á�������r Q T Q =                   (7) 
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where Ry and MR are the reaction force (in y direction) and 

moment at the support, respectively. The solution of this 

differential equation is as follows:                                                                  

UÔÖçèÔß:T; L                                                                                (8) 
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where �
2
=Fx/EI. To find these 9 constant coefficients, we use 

the following 6 boundary conditions plus plugging the 

particular solutions into the differential equation (6): 

U:r; L Uñ:r; L U6:.; L r 

U:=?; L U:=>�;, 
U":=?; L U":=>�; 
U6:=?; L U6:=>�; 

(9) 

It should be noted that all of A1, B1��«��E2 are functions of 

y(L). After finding A2, B2, ..., E2, we put x = L into (8) and  
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solve for y(L). In fact, y(L) is the last parameter we find.  The 

procedure of finding A1, B1�� «�� D2, E2 and y(L) is very 

cumbersome and was omitted for brevity. In order to find 

UÔãã, we use equation (4). For the optimization, the second 

derivatives in (4) are found from the mathematical model we 

just derived (i.e. (8)). Having UÔÖçèÔß �and UÔãã, error can be 

found and optimized against x1, x2, and x3. 

B. Finding proper locations 

Having a model, we change all model parameters, i.e. a, L, 

Fx, Fy, and w for any x1, x2, and x3 and find locations that give 

us the minimum approximation error among all. Since 

insertion depth is varying in bevel-tip needle steering, 

following scenarios are possible: 

Case 1: no sensor is activated (insertion depth is very low);  

Case 2: only one sensor is activated; 

Case 3: only two sensors are activated; 

Case 4: all three sensors are activated. 

The following assumptions were made during optimization: 1) 

the range of variation for Fx, Fy, and w will be such that the tip 

deflection does not go beyond 10% of the instantaneous 

length of the needle. 2) Since the error increases with 

insertion depth, optimization was performed at the largest 

insertion depth for each case. Table I shows the parameters 

we chose for optimization. 

 
TABLE I. PARAMETERS USED FOR OPTIMIZATION 

Fx (N) Fy (N) w (N/m)  L(mm) 

0.0�1�1.5 -5.0 ~5.0 -50 ~ 50 01110 

 

We decided the range of change for x3 (the sensor close to the 

tip) be the furthest quarter of the entire length (82.5-110 mm) 

in order to avoid cases with no sensor activated. The range of 

change for x1 is the closest quarter of the needle length from 

the base (0-27.5 mm) because strain values are the highest 

close to the base. x2 range of change is therefore middle half 

of the needle length (27.5-82.5 mm). In the following, we can 

find the optimal locations for sensors within the suggested 

ranges. 

Case 1: In this case, no sensor is activated due to the very 

low insertion depth and no tracking information is available. 

As a result, this situation should be avoided to possible extent. 

Luckily, prostate outer most point is 20 mm deep from 

prenieum (see Fig. 4) which means that the third sensor 

(closest to tip) can be localized within the first 20 mm of the 

needle. However, it is desired to minimize the depth of 

insertion without active sensors. We will make a decision on 

this in the next section. 

Case 2: In this case, one out of three sensors is active. For 

this scenario, a set of 1
st
 order equations is used to describe 

the estimated deflection polynomial to be compared with the 

mathematical model. We mentioned earlier that the range of 

change for x3 is 82.5 to 110 mm. Yet, we must take into 

consideration the location of the second sensor x2 in order to 

determine x3 under the maximum insertion depth before the 

second sensor is activated. As a result, x2 was selected to be 

very close to upper acceptable limit at 79 mm.  This means 

that the highest possible depth with only 1 active sensor is 

110-79=31 mm (we will further investigate this suggested 

value in Case 3 and Case 4).  Taking this into account, we 

calculated and plotted ³Error (x3)´ for the highest depth for 

any model parameters in Table I as shown in Fig. 5.  

 

 
Figure 5. Case 2: maximum error for all force configurations and insertion 

depths up to 31mm when x3 is varying. 

 

 As seen, an optimal location for one active sensor is 89 mm. 

However, we choose 99 since it is the closest to the tip yet 

below 0.5 mm to avoid situation without tip pose information. 

Case 3: In this case, two out of three sensors are activated. 

For this case, a set of 2
nd

 order equations was used to describe 

the estimated deflection polynomial. Fig. 6 illustrate the 2D 

projection of the worst error surface as a function of x2 and x3 

positions for all model parameters. We must take into 

consideration the location of the third sensor x3 in order to 

determine x2 under the maximum insertion depth before the 

third sensor is activated. We start with x1=30 (will further 

investigate by looking at Case 1 and Case 4). This means the 

maximum depth with only two sensors activated is 80 mm 

from the tip. A range of values where the maximum error is 

below 0.5 mm was determined in Fig. 6.  

Case 4: In this case, all sensors are active. A set of 3
rd

 order 

equations is used to describe the estimated deflection 

polynomial as shown in (2). Since Error (x1, x2, x3) is a 4D 

surface, we show its projection onto three planes, x1-x2, x1-x3, 

and x2-x3 (Fig. 7). The red area shows sensor locations where 

error is below 0.5 mm for all insertion depth and force 

configurations.  

 

        
Figure 6. Case 2: maximum error for all model force configurations and 

depths from 31-79 mm when x2 and x3 vary. The safe area is marked between 

two solid black lines. 

 

Summary: From Case 1, x3 = 99 was the optimum location. 

The suggested value for x2 was 79. Fig. 6 and Fig. 7-a, and 

Fig. 7-c confirm that this suggested value is within the safe 

region. The suggested value for x1 was 30. Fig. 7-a , Fig. 7-b 

Error 
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confirm that this value is within the safe region. Table II 

shows the sensor locations. 

 
TABLE II. OPTIMUM SENSOR LOCATIONS 

Sensor location x1 x2 x3 

(mm) 30 79 99 
 

 
(a) 

 
 

 

(b) 

 
          (c) 

Figure 7.  Case 4: error for all force configurations and insertion depth above 

79 mm when x1, x2, and x3 are varying. Red area shows error below 0.5mm. 

 

After finding the sensor locations, we double check to see 

whether the error remains below 0.5 mm for all force 

configurations. In Fig. 8, we plot the worst case error as a 

function of insertion depth for all force configurations when 

x1, x2, and x3 are chosen as specified in Table II. As shown, the 

error increases as insertion depth increases. It drops whenever 

another sensor is activated. The error remains bellow 0.5 mm 

for any insertion depth below 100 mm which is the deepest 

possible target. 

 
Figure 8. Maximum possible error in tip approximation for any load 

configuration as a function of insertion depth for the sensor locations 

specified in Table II.  

V. FABRICATION 

FBGs with 3 sensors at certain locations were custom made 

by Technica SA (Beijing, China). The sensors were 5 mm 

long, reflectivity >70%, glass fiber, polyimide recoat, and the 

bandwidth is 0.35-0.45 nm. The wavelengths were 

constructed at 1540, 1550, 1560 nm (+/-0.5nm) for x1, x2, and 

x3 respectively. The fibers were 125 um and 5 m long. The 

accuracy of sensor placement was ±0.5mm.  

 The inner stylet was a 0.6 mm Titanium 6AL 4V Eli annealed 

(http://www.amazonsupply.com/) wire with three grooves 

manufactured 170 mm along the length.  The length of the 

inner stylet was 235 mm. The outer tube was obtained from a 

20G H 20 cm MRI biopsy needle (Cook Inc, IN, USA).  

 A jig was manufactured to carry out lateral milling of the 

stylet. Fig. 9-a shows such a setup. Two stainless steel plates 

were overlaid and a channel of 0.6 mm diameter was 

machined at the corner of the interface between the plates. 

The channel is 235 mm long and is used to hold the stylet to 

be machined. Once the needle is placed in the channel and the 

two plates are bolted together, a brass coin is attached along 

the stylet length that extends out of the plates. This coin is 

marked so that it points exact 120-degree rotations for cutting 

the three channels. 

The fibers were glued to the inner stylet channels under 

microscope with instant adhesive Loctite 415 (Locite Corp., 

CT, USA). The inner stylet was then passed through the outer 

tube. The 20G outer tube (175 mm long) was extended by 

another MRI-compatible 18G needle outer tube to increase 

the entire needle length to 235 mm. At the end, the handles 

were glued to the needle. Shrink tube was used to robustly 

attach the fibers to the needle. Fig. 9-b shows the needle 

prototype. 

 

  
(a) (b) 

Figure 9. (a) Jigs and milling machine for making three grooves along the 0.6 

mm needle at 120 degree configuration, (b) Needle prototype. 

VI. CALIBRATION 

In order to find strain values from wavelength shifts, 

calibration is required. At each location (i.e. x1, x2, and x3), 

there are three sensors at 120 degrees. These three sensors 

together give us 0xy and 0xz in that location. A calibration 

matrix is therefore defined at each xi to link the wavelength 

shifts and strains as follows:  
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(10) 

where i ={1,2,3}. These calibration matrices neither depend 

on the shape of the needle nor the load configuration applied 

to it. For this reason, we find these matrices for the basic load 

configuration when a concentrated force at the tip is applied 
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at the maximum length of the needle (110 mm). cxy,j are found 

when the needle is deflected in xy plane (i.e. when  Ýëí = 0) 

while cxy, j are found when the needle deflects in xz plane (i.e. 

when  Ýëì = 0) and j={1,2,3}. From linear beam theory for 

concentrated lateral load at the tip of a cantilever beam ((1) 

and (6)), one has: 

U6:T; L Ýëì:T;
N

L (ìT

'+
 (11) 

and                    (ì L 7¾Âì:Å;
Å/

 (12) 

where Fy is the lateral load. From these equations, the strain 

as a function of x is derived: 

Ýëì:TÜ; L uNU:.;TÜ
.7

 (13) 

r  is the distance between the central axis of the fiber and the 

needle axis. This means we only need to measure y(L) in 

order to find 0xy (xi). In order to have a calibration matrix 

which represents the entire range of needle deflection, we 

apply different deflections y(L) = ���������«�����mm once in 

xy, and once in xz using the experimental setup shown in Fig. 

10 as discussed in the follows: 

 

 
Figure 10. Calibration and experimental setup. 

 

The needle is hold by a pin vice at the center of a 2-DOF 

micro-stage. The stage can translate vertically with 10 micron 

resolution thus enabling needle-tip deflection with high 

accuracy. The rotary stage with 1 degree resolution made it 

possible to deflect the needle in different planes. In order to 

detect the first moment of starting deflection, a scale with 

0.001gram resolution was used. A sharp blade was placed on 

top of the scale to enable point contact between the scale and 

the needle. The micro-stage and the scale were firmly bolted 

to an anti-vibration table. The interrogator was a 4 channel 

Micron Optics sm130 (Atlanta, GA, USA), with sampling 

rate of 2 KHz. The spectrum range is from 1525 nm-1565 nm. 

Each channel handles one fiber with many sensors (3 sensors 

in our case). We collected and analyzed data in MATLAB 7.  

Now that 0xy and ¿ãÝ are found separately, cxy,j  is found by 

fitting the best line to the graph of ¿ãÝ vs. Ýëìáh using least 

square method and find  the slope as cxy,j. In order to eliminate 

the effect of temperature change, we VXEWUDFW�¨�mean at each xi 

from sensor readings. We did temperature compensation 

during real-time data collection, as well. The results are 

provided below: 

  %5 L esstyärwFwvvä{yFwztärz
uswäy{Fssssäyy
y{wä{y

iá� ��%6 L � essvwäzsFxrwäzsFwvrärr
urtär{Fsswrä{y
zvzäzz

i, 

  %7 L � estuväysFw{uäsyFxvsäwv
vxxä{zFstzuä{t
zsxä{u

i. 
After calibration matrices are found, strains could be 

calculated as following: 

      ¨E=Ci
+
 ¨�                                (14) 

Ci
+
 is the pseudo-inverse of Ci. 

VII. PRELIMINARY VERIFICATION 

In order to evaluate accuracy in tip tracking for different 

insertion depths, we chose maximum insertion depth for each 

case (worst scenario), applied known deflections to the tip in 

xy and xz planes (using the setup shown in Fig. 10), and 

compared them with the estimated value.  

One sensor active: The purpose of this experiment was to 

evaluate needle-tip tracking when only one sensor is active, 

i.e. when depth < 31 mm. The needle length-of-interest was 

27 mm once in xy plane and once in xz plane. The tip was 

deflected with the micro-stage from 0 up to 3 mm (10 percent 

of the depth) once forward (loading) and once backward 

(unloading). The results of 0 degree are shown in Fig. 11-a 

and the results for 90 degree are shown in Fig. 11-b.   

Two sensor active: The purpose of this experiment is to 

evaluate needle-tip tracking when two out of three sensors are  

active, i.e. when 31< depth < 80 mm. The needle was placed 

at the very end of the range at 75 mm outside the vice. The tip 

was deflected with the micro-stage from 0 up to 7.5 mm (10 

percent of the depth) once forward (loading) and once 

backward (unloading). The results of 0 degree are shown in 

Fig. 11-c and the results for 90 degree are shown in Fig. 11-d.   

Three sensor active: The purpose of this experiment is to 

evaluate needle-tip tracking when all of three sensors are 

active, i.e. when depth > 80 mm. The needle was placed at the 

very end of the range at 110 mm outside the vice. The tip was 

deflected with the micro-stage from 0 up to 10 mm once 

forward (loading) and once backward (unloading). The 

results of 0 degree are shown in Fig. 11-e, the results for 90 

degree are shown in Fig. 11-f. 
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     (b) 

 
       (c) 

 
          (d) 

 
        (e) 

 
          (f) 

Figure 11. Experimental results for needle tip position estimation for 

different depths and needle orientations. (a), (b) one sensor active, (c), (d) 

two sensor active, (e), (f) three sensors active. 

 

 The preliminary results confirmed below 0.5 mm accuracy 

in needle-tip estimation for almost all insertion depths. Only 

for the case (e), few times, the error goes slightly above the 

threshold. The error variation was quite consistent in the 

repeated tests. Therefore, we could compensate for the error 

by curve fitting. Nevertheless, the insertion depth of 100 mm 

is less likely since most of targets are 60-90 mm deep from 

perineum. Further experiments have been reported in [16]. 

VIII. REAL-TIME VISUALIZATION IN 3D SLICER 

For targeting purposes, prostate anatomy is acquired from 

the intraoperative MRI such that physician can specify target 

locations within prostate capsule. In this study, our goal is to 

overlay 3D shape of the needle on the prostate anatomy in 

real-time. This feature helps physicians to precisely track 

needle shape and tip on the fly in order to compensate for any 

deviation of the tip from target. 

 
Figure 12. Data flow from FBGs to 3D Slicer. 

 

 Fig. 12 shows the data flow from the FBGs until the needle 

shape is visualized in Slicer. Wavelength shifts are measured 

by interrogator and sent to MATLAB for post process. 

Needle profile estimation is done in MATLAB as explained 

before.  In order to send the 3D shape profile of the needle 

from MATLAB to Slicer, we used OpenIGTLink (http:// 

openigtlink.org/). In our application, it provides 

communication between Slicer and MATLAB. Since 

OpenIGTLink is written in C++, MEX files were necessary to 

make possible calling OpenIGTLink commands in MATLAB 

that have recently been developed �[17]. In Slicer, the needle 

was visualized as a group of fiducials placed next to each 

other. Fig.  13 shows a visualization software when needle is 

deflected with two inflection points.  
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Fig.ure 13. Real-time 3D shape tracking of a 20G x 110 mm needle  in 3D 

Slicer:  2 inflection points experiment. To see movie, click here. 

 

A video is also provided to show the functionality of the 

proposed system in real-time 3D shape tracking of the needle. 

IX.  CONCLUSIONS AND FUTURE WORKS 

This study presented development of one of the key 

technologies for teleoperated bevel-tip needle steering under 

real-time MRI guidance i.e. 3D tracking of the needle tip with 

better than 0.5 mm accuracy and higher bandwidth than 

continuous MRI imaging. Results showed needle tip tracking 

error below 0.5 mm for all insertion depths, covering all 

clinically relevant insertion depths in transperineal prostate 

needle placement procedures. Real-time 3D shape of the 

needle was overlaid on the intraoperative prostate MRI image 

using 3D Slicer.  This technology has been incorporated to the 

master-slave system and will be used for patient study in the 

near future.  
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