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Abstract—Diffeomorphisms dynamical systems are dynamical systems for which the state is an image and each command induce a diffeomorphism of the state. These systems can approximate the dynamics of robotic sensorimotor cascades well enough to be used for problems such as planning in observations space. Learning of an arbitrary diffeomorphism from pairs of images is an extremely high dimensional problem. This paper describes two improvements to the methods presented in previous work. The previous method had required $O(\rho^4)$ memory as a function of the desired resolution $\rho$, which, in practice, was the main limitation to the resolution of the diffeomorphisms that could be learned. This paper describes an algorithm based on recursive refinement that lowers the memory requirement to $O(\rho^2)$. Another improvement regards the estimation the diffeomorphism uncertainty, which is used to represent the sensor’s limited field of view; the improved method obtains a more accurate estimation of the uncertainty by checking the consistency of a learned diffeomorphism and its independently learned inverse. The methods are tested on two robotic systems (a pan-tilt camera and a 5-DOF manipulator).

I. INTRODUCTION

Robotic systems are going to be truly safe and reliable only when they have the ability of verifying all their models and their assumptions about themselves and the environment [1]. Clearly, the fewer assumptions an agent has, the fewer assumptions can be violated. The problem of bootstrapping [2] considers the limit as the assumptions tend to zero: a bootstrapping agent assumes nothing except that it is embodied in a robotic body. We think of a bootstrapping agent as able to create increasingly more complex representation starting from uninterpreted observations and commands [3, 4]. For example, a bootstrapping agent can start from scrambled pixels and reconstruct the shape and calibration of its sensors [2, 5–7]. At a higher level, the agent should learn the dynamics of the unknown commands–observations black box. A robotic system can be idealized as the series of actuators and sensors: commands to the actuators produce motion, and motion makes the sensors observations change. Learning the actuator dynamics (how commands produce motion) is relatively easy because in a robotic system commands and states are low dimensional, thus established generic learning techniques can be used (e.g., [8]). Instead, learning the nonlinear and high-dimensional observations dynamics (how observations change following motions) requires methods specific to robotics.

Previous work has shown that it is possible to find families of models that can represent the dynamics of the set of “canonical” robotic sensors (range-finders, cameras, and field-samplers) [9]. These classes occupy different points in the trade-off of efficiency vs assumptions/prior information.

We have shown classes of models that learn generic bilinear relations among commands, observations, and their derivatives [10, 11], and their use in applications such as instantaneous servoing and fault/anomaly detection [12]. The most structured class of models represents the sensorimotor dynamics as a set of diffeomorphisms of the observations space [13]. Successively, we have used these models for planning in observations space [14], even dealing with a sensor’s limited field of view. This line of work is related to deep learning approaches to unsupervised learning of transformations [15, 16], but the focus is on dynamics and control rather than classification tasks.

Contribution: This paper presents two improvements to previous work. The first improvement is in the learning of diffeomorphisms. In practice, the naive learning method described in [13] was limited by the memory required, which was $O(\rho^4)$ as a function of the resolution $\rho$. This paper describes a method based on recursive refinement that is more efficient, requiring $O(\rho^2)$ storage and $O(\rho^2 \log \rho)$ computation, thus allowing learning of higher-resolution diffeomorphisms. Moreover, the paper describes an improvement to the method for computing the scalar uncertainty field associated to the learned diffeomorphism. This makes it possible to have a better classification of areas that can be predicted or not due to the sensor’s limited field of view.

Paper outline: Section II recalls some differential geometry preliminaries. Section III recalls the class of Diffeomorphism Dynamical Systems (DDS): these are discrete-time dynamical systems for which the state $x$ is a function on a manifold $S$, the observations are the part of the state visible through a viewport $V \subset S$, and each command $u \in U$ induces a diffeomorphism $\Phi(u) \in \text{Diff}(S)$ of the state $x$. In the case of a camera, the manifold $S$ is the visual sphere $S^2$ and a point $s \in S$ corresponds to a pixel.

Section IV shows how we can learn a DDS by learning the diffeomorphism $\varphi = \Phi(u)$ associated to each command $u$. To recover the map $\varphi : S \rightarrow S$, we learn independently the values of $\varphi(s)$, by looking for the pixel $v$ that minimizes a dissimilarity statistics. The method presented in previous work did this procedure naively, leading to a memory requirement which was quartic in the resolution $\rho$. The improved method achieves a better complexity by recursively refining the solution rather than using a fixed search resolution.

Section V discusses how to represent and learn a scalar-valued uncertainty field. The method presented in previous work looked at the residuals of the minimized dissimilarity. The improvement shown here is based on checking the consistency of the estimated $\varphi$ and its inverse $\varphi^{-1}$.

Section VI describes experiments with two robotic platforms. Section VII concludes and discusses future work. Datasets and source code can be found at http://purl.org/censi/2013/rddl.
II. GEOMETRY PRELIMINARIES

This section recalls basic preliminaries about manifolds, functions defined on manifolds, and diffeomorphisms. Do Carmo [17] is a readable introduction to differential geometry.

**Manifolds:** Let $\mathcal{S}$ be a differentiable manifold, which will represent the domain in which the sensor observations are defined. For a central camera, the manifold $\mathcal{S}$ is the unit sphere $\mathbb{S}^2$. For range finders, we can use a construction in which $\mathcal{S} = \mathbb{S}^1 \times \mathbb{R}$ (directions $\times$ distances) [11]. A manifold comes equipped with a distance function $d^\mathcal{S} : \mathcal{S} \times \mathcal{S} \rightarrow \mathbb{R}_+^+$, so that $d^\mathcal{S}(s_1, s_2)$ is the distance between two points $s_1, s_2 \in \mathcal{S}$.

**Images:** We call an image a function from $\mathcal{S}$ to some output space $O$. For an RGB camera, the output space is $O = [0, 1]^3$. For simplicity, we assume that $O = \mathbb{R}$, but everything easily generalizes to more complex output spaces.

$\text{Im}(\mathcal{S})$ is the set of all images defined on $\mathcal{S}$. The $L_p$ distance $d_{L_p}^\mathcal{S}(y_1, y_2)$ between two images $y_1, y_2 \in \text{Im}(\mathcal{S})$ is the average of their difference over the domain $\mathcal{S}$:

$$d_{L_p}^\mathcal{S}(y_1, y_2) = \frac{1}{|\mathcal{S}|} \int_{\mathcal{S}} \|y_1(s) - y_2(s)\|^p \, ds.$$

There exist also other distances between images that have better performance as heuristics in a planning problem [14].

**Diffeomorphisms:** A diffeomorphism of $\mathcal{S}$ is a map from $\mathcal{S}$ to itself that is differentiable, invertible, and whose inverse is differentiable as well. $\text{Diff}(\mathcal{S})$ is the set of all diffeomorphisms of $\mathcal{S}$. A distance between two diffeomorphisms can be defined as the average distance of the transformed points:

$$d_{\text{Diff}}(\varphi_1, \varphi_2) = \int_{\mathcal{S}} d^\mathcal{S}(\varphi_1(s), \varphi_2(s)) \, ds.$$

A norm on $\text{Diff}(\mathcal{S})$ can be defined as the distance of a diffeomorphism from the identity function $\text{Id}$:

$$||\varphi|| = d_{\text{Diff}}(\varphi, \text{Id}).$$

III. DIFEOMORPHISM DYNAMICS

A **diffeomorphism dynamical systems** (DDS) [13] is a discrete-time dynamical system for which the input commands $u$ belong to a finite alphabet $\mathcal{U}$; the state $x \in \text{Im}(\mathcal{S})$ is an image on $\mathcal{S}$; the observations $y$ are the subset of the state visible through the “viewport” $\mathcal{V} \subset \mathcal{S}$.

**Dynamics:** The state $x \in \text{Im}(\mathcal{S})$ evolves according to a diffeomorphism that depends on which command is chosen. Let $\Phi : \mathcal{U} \rightarrow \text{Diff}(\mathcal{S})$ be the function that associates to each command a diffeomorphism of the manifold $\mathcal{S}$, so that each command $u \in \mathcal{U}$ is associated to a diffeomorphism $\Phi(u) \in \text{Diff}(\mathcal{S})$. The state $x \in \text{Im}(\mathcal{S})$ evolves according to the dynamics

$$x_{k+1}(s) = x_k(\varphi_k(s)),$$

with $\varphi_k = \Phi(u_k)$.

This can be written in a more compact form as

$$x_{k+1} = x_k \circ \Phi(u_k).$$

**Observations:** The observations $y_k \in \text{Im}(\mathcal{V})$ are a function defined on the viewport $\mathcal{V} \subset \mathcal{S}$. Alternatively, it is useful sometimes to define $y_k \in \text{Im}(\mathcal{S})$ and set the observations to have value 0 outside $\mathcal{V}$:

$$y_k(s) = \begin{cases} x_k(s) + \epsilon_k(s) & s \in \mathcal{V}, \\ 0 & s \in \mathcal{S} \setminus \mathcal{V}. \end{cases} \quad (3)$$

The process $\epsilon_k(s)$ is IID Gaussian noise on the measurements. **Predictable and unpredictable regions:** For a given diffeomorphism $\varphi$, the viewport $\mathcal{V}$ can be partitioned in two regions: $\mathcal{V}_{\text{pred}}^\varphi$ is the region in which the values of the next observations $y_{k+1}$ can be predicted from the previous observations $y_k$, and the region $\mathcal{V}_{\text{unpr}}^\varphi$ is its complement:

$$\mathcal{V}_{\text{pred}}^\varphi = \{ s \in \mathcal{V} | \varphi(s) \in \mathcal{V} \},$$

$$\mathcal{V}_{\text{unpr}}^\varphi = \{ s \in \mathcal{V} | \varphi(s) \notin \mathcal{V} \}.$$
IV. METHODS FOR ESTIMATING DIFFEOMORPHISMS

This section describes the previous diffeomorphism estimation algorithm described in previous work [14] and an improved method that achieves better efficiency and sub-pixel accuracy by using recursive refinement.

**Learning scenario:** The algorithms share most assumptions about the learning scenario. The training data is a discrete-time stream of observations/commands tuples \(\{(y_k, u_k)\}\).

There is a clear trade-off in choosing the discretization interval \(\Delta\): estimating large motions gives more accurate results, as the “signal” is larger than the noise, but it is more computationally expensive because the search area for each pixel is larger. In principle, we could learn multi-scale transformations or use a different interval for each command. In this paper, the interval is manually chosen to be \(\Delta = 1\) s.

From the stream \(\{(y_k, u_k)\}\) we assemble tuples of the kind \(\{(y_k, u_k, y_{k+1})\}\) that are used as training data. Some examples are shown in Fig. 1. The diffeomorphism corresponding to each command \(u \in U\) can be recovered separately. The temporal index \(k\) is not important, because learning only considers one pair of images at a time. Consequently, for the purpose of estimating one diffeomorphism, we can assume to have a set of image pairs \(\{(y_s, y_{s'})\}\) that are related by the diffeomorphism to be estimated.

Graph-search approaches to motion planning [14] also require to estimate the inverse diffeomorphism \(\varphi^{-1}\). While it is possible to estimate \(\varphi\) and then invert it numerically, it is simpler and more robust to estimate \(\varphi^{-1}\) directly by using the same procedure with the images swapped: from the sequence swapping the role of two images, thus looking at the stream \(\{(y_s, y_{s'})\}\) instead of \(\{(y_s, y_{s'})\}\).

**A. Discretized representation of diffeomorphism**

It is convenient to think of the transformation to learn as a diffeomorphism of a continuous domain, but in practice we need to have a discretized representation, in which the diffeomorphism \(\varphi\) is represented by its values at a discrete set of points in the domains. More formally, the viewport \(V \subset S\) is discretized into a set of \(n\) points \(S = \{s^i\}_{i=1}^n \subset V\) arranged in a grid overlaid on \(V\).

In previous work, for each point \(s^i \in S\) we estimated the closest point to \(\varphi(s^i)\) contained in \(S\); this is equivalent to learn a permutation of the points of \(S\). Hence a diffeomorphism on a 2D domain is represented as an integer tensor \(D\) of dimensions \(H \times W \times 2\), where \(H \times W\) is the shape of the image. If a point \(s \in S\) has coordinates \((u, v)\) in the grid, then the coordinates of \(\varphi(s)\) are \(D\{u, v, 0\}, D\{u, v, 1\}\).

In this paper, the representation changes only slightly to accommodate sub-pixel resolution. The tensor \(D\) is a 2D array of floating-point values, such that it is possible to interpolate between coordinates.

**B. Pointwise Discretized Diffeomorphism Learning (PDDL)**

The diffeomorphism estimation method described in previous work, here dubbed “PDDL”, which stands for **Pointwise Discretized Diffeomorphism Learning**, estimates the diffeomorphism pointwise.

Let us first describe the procedure assuming a smooth domain. For each point \(s \in V\) we need to find the corresponding \(\varphi(s)\). The estimation is done for each pixel separately,
in the sense that for two pixels $s^1$ and $s^2$, the estimation of $\varphi(s^1)$ can be done in parallel to the estimation of $\varphi(s^2)$.

Fix a point $s$ on the domain. Learning uses the stream of pairs of images $(y_a, y_b)$. If $s \in V_{\text{pred}}$, the DDS dynamics given by (2) and (3) implies that

$$y_b(s) = y_a(\varphi(s)).$$

Therefore, to find the unknown $\varphi(s)$ we look for the pixel in $y_a$ that is most similar to $y_b(s)$ on average.

The search is restricted by using a bound on the diffeomorph size, represented as a scalar $\delta > 0$, expressed as a fraction of the size of the viewport $V$:

$$\|\varphi\| \leq \delta |V|.$$  \hfill (4)

Define the “search area” $A_s$ as the points in the viewport that are close enough to $s$ to be candidates for $\varphi(s)$:

$$A_s = \{v \in V \mid d^S(s, v) \leq \delta |V|\}.\hfill \hfill (5)$$

A dissimilarity function $E_s(v) : A_s \rightarrow \mathbb{R}^+$ is computed by averaging on the training data. The value $E_s(v)$ encodes how dissimilar is the sensel $s$ from the sensel $v$:

$$E_s(v) = E_{(y_a, y_b) \in \text{dataset}} \{||y_a(v) - y_b(s)||\}.\hfill \hfill (6)$$

The minimum of the cost function $E_s(v)$ is taken to be an estimate of the value $\varphi(s)$:

$$\varphi(s) = \arg \min_{v \in A_s} E_s(v).$$

The actual implementation uses a discretized domain, such that both $s$ and $v$ range in the discrete set of points $S$. For convenience, the search area is taken to be rectangular, rather than circular, as (5) would imply.

Because the values of $\varphi(s)$ are estimated independently for each point $s$, no continuity or smoothness constraints are enforced. This would be actually easy to do, using an energy model or a gaussian process [18], but in the context of bootstrapping we do not want to commit to a particular prior on the diffeomorphism.

In practice, the main issue with this method is the large memory usage. The memory needed is quartic in the resolution of the image. (This will be derived later in Section IV-D). For a computer with 12GB of RAM, for the systems considered in this paper (Fig. 1), we can learn all diffeomorphisms simultaneously only up to a resolution of $160 \times 120$.

C. Recursive Discretized Diffeomorphism Learning (RDDL)

The Recursive Discretized Diffeomorphism Learning (RDDL) algorithm retains the same point-wise estimation scheme, but learning is recursively done at increasing resolutions, so that the memory requirement is lower, and, as a bonus, one can also obtain sub-pixel resolution.

A slight difference in the formalization is that RDDL uses “learning cycles”. During each learning cycle, the diffeomorphism is estimated at a successively increased resolution. At the end of the cycle, the search area for each pixel is re-centered on the best guess and shrunk by a given factor (Fig. 3). In the experiments presented here, learning is done offline from logs, and each learning cycle passes through all available data.

In addition to the bound $\delta$ on the size of the diffeomorphism, the parameters for RDDL include: a desired target resolution $\rho^*$, potentially higher than the native image resolution; a shrinking factor $\lambda \in (0, 1)$, which describes how quickly the search area is shrunk; an integer $g \geq 3$, which describes the number of pixels to which the search area is down-sampled. At each learning cycle, we change both the search resolution and size of the search area, so that the number of points in the search area is constant and equal to $g^2$ (Fig. 3).

A high-level description of the algorithm in the continuous domain proceeds as follows. As before, the process is entirely parallel for each point $s \in V$. The index $j \geq 0$ is used to denote the learning cycles. At the end of each learning cycle there is a guess $\hat{\varphi}(s)$ for the value of $\varphi(s)$; the search area is then shrunk and re-centered at that guess. More precisely, let $A_s^j$ be the search area for point $s$ at cycle $j$. For the first cycle $j = 0$, the search area $A_s^0$ is centered on $s$ and has radius equal to $\delta |V|$:

$$A_s^0 = \{v \in V \mid d^S(s, v) \leq \delta |V|\}.$$

The dissimilarity function $E_s^0(v)$ is computed only in the search area $A_s^0$, and the image is resampled such that a $g \times g$ grid covers the search area. At the end of the learning cycle, the estimate $\hat{\varphi}^0(s)$ of $\varphi(s)$ is computed as the minimum of the dissimilarity function:

$$\hat{\varphi}^0(s) = \arg \min_{v \in A_s^j} E_s^0(v).$$

For successive cycles $j > 0$, the search area $A_s^j$ is centered on the previous guess $\hat{\varphi}^{j-1}(s)$, and it is shrunk of a factor $\lambda \in (0, 1)$, so that at cycle $j$ the search area radius is $\delta \lambda^j$:

$$A_s^j = \{v \in V \mid d^S(\hat{\varphi}^{j-1}(s), v) \leq \delta \lambda^j |V|\}.$$

The image is resampled so that at cycle $j$ the resolution is proportional to $\lambda^{-j} \rho$ and the number of pixels is the search area is constant and equal to $g \times g$. This makes each learning cycle use the same amount of memory.

At the end of the cycle, the guess for $\varphi^j(s)$ is given by the minimum over the area $A_s^j$:

$$\hat{\varphi}^j(s) = \arg \min_{v \in A_s^j} E_s^j(v).$$

This process continues until the search resolution reaches the desired resolution $\rho^*$.

The desired resolution is arbitrary, but clearly eventually the noise becomes dominant. For the systems considered in this
paper, a resolution of 0.5 pixels seems reasonable. It would be interesting to have a precise bound on the identifiable resolution as a function of the statistics of the images and the various sources of noise.

The implementation is relatively straightforward; the only delicate part is bookkeeping of the various coordinate transformations between the search areas at different resolutions.

D. Complexity

RDDL requires less time and memory than PDDL.

**Complexity of PDDL:** Let \((H, W)\) be the size of the image in pixels. This can be written as \(H = \rho S\) and \(W = \rho T\) where \(S, T\) is the “physical” size of the domain in \(S\) (e.g., in degrees) and \(\rho\) is the resolution (pixel/deg). The number of pixels is \(H \times W = \rho^2 ST\), which is quadratic in the resolution. If \(\delta \in (0, 1]\) is the search area, expressed as a fraction of the size of the domain, each pixel has a search area of size \(\rho H \times \rho W = \rho^2 \rho^2 ST\). Therefore, the memory usage for PDDL is quartic in the resolution:

\[
\rho^2 ST \times \delta^2 \rho^2 ST = \rho^8 (ST)^2 = O(\rho^4).
\]

The computational complexity is the same.

**Complexity of RDDL:** Regardless of the current resolution, at each learning cycle the search area is discretized to \(g \times g\) grid, thus the memory usage is \(\rho^2 ST \cdot g^2 = O(\rho^2)\), which compares favorably with the \(O(\rho^4)\) complexity of PDDL.

Simple algebra allows us to find how many cycles are needed to obtain the desired resolution \(\rho^*\). At the \(j\)-th learning cycle, the resolution of the search area is \(g/(\text{max}\{S, T\} A \lambda^j)\).

Therefore, the number of cycles needed to reach the resolution \(\rho^*\) is, assuming \(S = T\),

\[
j^* = \frac{\lfloor \log g - \log \rho^* S \delta \rfloor}{\log \lambda}.
\]

The computation cost, which is fixed for each cycle, is \(O(g^2)\) for each of the \(\rho^2 ST\) pixels in the image. The total cost is \(j^*\) times the cost of one iteration:

\[
\left\lfloor \frac{\log g - \log \rho^* S \delta}{\log \lambda} \right\rfloor \rho^2 ST g^2.
\]

To compare the two method, suppose the desired resolution \(\rho^*\) to be equal to the native resolution \(\rho\). Then RDDL has computational complexity \(O(\rho^2 \log \rho)\) compared to \(O(\rho^4)\) for PDDL.

V. ESTIMATION OF DIFFEOMORPHISM UNCERTAINTY

This section describes how we represent uncertainty in images and in diffeomorphisms, the previous method that was used to estimate it, which was based on looking at the residuals of an error function, and an alternative method, which is based on checking the consistency of the estimated \(\varphi\) and \(\varphi^{-1}\).

A. Uncertainty of images and diffeomorphisms

It is necessary to have some notion of uncertainty to deal with phenomena such as the sensor’s limited field of view: if the viewport \(V \subset S\) is not the entire domain \(S\), for some motions it is not possible to predict the values of the observations in the whole viewport, as they depend on the “hidden” part of the domain.

In principle, one would need to be able to represent an arbitrary probability distribution over images and diffeomorphisms. Given a starting image, the prediction of our models should be a distribution over images. However, it is intractable to do this in full generality; here, we use a very simple approximation that associates a pointwise scalar “certainty” value to images and diffeomorphisms.

**Uncertain images:** The set of “images” \(\text{Im}(S)\) was defined to be the set of all functions from \(S\) to \(\mathbb{R}\). Here we extend it to the set of “uncertain images” \(\text{UIm}(S)\), which is meant to be a tractable, very thin slice of all probability measures on \(\text{Im}(S)\).

An element of \(\text{UIm}(S)\) is a pair \((y, z)\), where \(y \in \text{Im}(S)\) is a normal image, and \(z : S \to [0, 1]\) is a scalar “certainty” value, with the following semantics: \(z(s) = 1\) if we know exactly \(y(s)\); and \(z(s) = 0\) if we know nothing about \(y(s)\).

Values of \(z(s)\) between 0 and 1 account for intermediate cases; while, in principle, we could give it a precise probabilistic interpretation, the approximations that are done in learning and propagating this uncertainty do not allow a precise probabilistic semantics to hold in practice.

Given a pair of uncertain images \((y_1, z_1)\) and \((y_2, z_2)\) \(\in \text{UIm}(S)\), the distance between them is defined by extending the definition of distance on \(\text{Im}(S)\) given by (1) to account for the uncertainty, by discounting the differences between the images \(y_1, y_2\) according to their uncertainties \(z_1, z_2\):

\[
d_{L_p}^{\text{UIm}(S)}((y_1, z_1), (y_2, z_2)) = \left( \frac{1}{|S|} \int_{S} \frac{z_1(s)z_2(s)(y_1(s) - y_2(s))^p ds}{z_1(s)z_2(s) ds} \right)^{\frac{1}{p}}.
\]

**Uncertain diffeomorphisms:** In the same spirit, we lift the diffeomorphisms \(\text{Diff}(S)\) to an enlarged space of “uncertain” diffeomorphisms \(\text{UDiff}(S)\), which contains tuples \((\varphi, \gamma)\), where \(\varphi \in \text{Diff}(S)\), and the scalar field \(\gamma : S \to [0, 1]\) is a scalar uncertainty that represents the “certainty” about \(\varphi(s)\).

B. Residuals-based uncertainty estimation method

In previous work we quantified the confidence in the estimate \(\hat{\varphi}(s)\) as the value \(\hat{\gamma}_{\text{res}}(s)\), which was the minimum of the dissimilarity function \(E_a\) (defined in (6)):

\[
\hat{\gamma}_{\text{res}}(s) = \min_{v \in A_s} E_a(v).
\]

The values of \(\hat{\gamma}_{\text{res}}(s)\) are linearly scaled as to obtain values in the interval \([0, 1]\) over the whole domain.

The rationale for using this measure is that at the minimum the residual dissimilarity should be equal to the variance of the observations noise (the term \(\epsilon(s)\) in the observation model (3)), if \(s\) belongs to the predictable region \(V_{\text{pred}}\), and should have a higher value for points in the unpredictable region \(V_{\text{unpr}}\).

In practice, however, this confidence measure is very sensitive to several unmodeled phenomena (Fig. 4a,b), such as aliasing effects, noise that acts on the commands (thus inducing a slightly different diffeomorphism), and it is not invariant to the image statistics (e.g., the uncertainty is underestimated in regions with more uniform texture).
C. A consistency-based uncertainty estimation method

A simple alternative way to estimate the confidence can be obtained by checking the consistency of the estimated diffeomorphism.(3)

For each command, we learn both an estimate of \( \varphi \) as well as an estimate of \( \varphi^{-1} \): denote these by \( \hat{\varphi} \) and \( \hat{\varphi}^{-1} \), respectively. In principle, we would expect that \( \hat{\varphi} \) and \( \hat{\varphi}^{-1} \) are inverse of each other, meaning that, for all \( s \), \( \hat{\varphi}(\hat{\varphi}^{-1}(s)) = s \), as well as \( \hat{\varphi}^{-1}(\hat{\varphi}(s)) = s \). These consistency conditions do not hold if \( s \in \mathcal{V}_{\text{unpr}} \), and do not hold exactly because of noise and other unmodeled effects as described before that affect \( \hat{\varphi} \) and \( \hat{\varphi}^{-1} \) differently.

Therefore, our estimation of uncertainty \( \hat{\gamma}_{c,a}(s) \) is a quantification of how much the consistency conditions are violated by measuring the distance between \( s \) and \( \hat{\varphi}^{-1}(\hat{\varphi}(s)) \):

\[
\hat{\gamma}_{c,a}(s) = d^S(s, \hat{\varphi}^{-1} \circ \hat{\varphi}(s)).
\]

A variation on this idea is to normalize the deviation by the size of the diffeomorphism:

\[
\hat{\gamma}_{c,n}(s) = \frac{d^S(s, \hat{\varphi}^{-1} \circ \hat{\varphi}(s))}{d^S(s, \hat{\varphi}(s))}.
\]

These pointwise values are then linearly normalized in the \([0,1]\) range over the whole domain.

<table>
<thead>
<tr>
<th>differ. estimation</th>
<th>PDDL (previous)</th>
<th>RDDL (recursive/subpixel estimation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>uncertainty estimation</td>
<td>residuals-based (previous) ( \gamma_{\text{res}} )</td>
<td>consistency-based absolute ( \hat{\gamma}_{c,a} )</td>
</tr>
<tr>
<td>uncertainty for ( \varphi )</td>
<td>(a)</td>
<td>(c)</td>
</tr>
<tr>
<td>uncertainty for ( \varphi^{-1} )</td>
<td>(f)</td>
<td>(g)</td>
</tr>
<tr>
<td>(e)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 4. Qualitative comparison among the certainty estimated by the different methods discussed in the paper; a quantitative comparison is given in Fig. 7. All data is for the ORBIT dataset and the command “tilt up”. Red corresponds to a value of 0 and green to 1. The first row shows the uncertainty for the diffeomorphism \( \varphi \), and the second line shows the uncertainty for the inverse diffeomorphisms \( \varphi^{-1} \). The last column shows the ground truth obtained by prior knowledge of the dynamics. The green area should match \( \mathcal{V}_{\text{pred}} \), which is the part that we are not able to predict based on the current image alone. The first column (subfigures a,f) shows the uncertainty field estimated by the residuals-based method (Section V-B) based on the previous method PDDL for diffeomorphism estimation (Section IV-B). The residual does not allow to distinguish clearly between \( \mathcal{V}_{\text{pred}} \) and \( \mathcal{V}_{\text{unpr}} \). The third column shows the same residuals-based method (Section V-B) but with the diffeomorphism estimated using the new method RDDL (Section IV-C) using parameters \( \lambda = 1/5 \), \( g = 15 \), which gives a resolution of 0.5 pixels. The classification is much clearer, probably because the diffeomorphism is more precise. The next two columns show the results using the consistency-based estimated uncertainty (Section V-C), using the absolute deviation, defined by (8), as well as the normalized relative deviation, defined by (9). Compared to the previous method, there is a much clearer classification in \( \mathcal{V}_{\text{unpr}} \) and \( \mathcal{V}_{\text{pred}} \).

VI. EXPERIMENTS

A. Data collection and setup

The ORBIT pan-tilt camera dataset is the same used in previous work [14]. It contains 1000 samples, with a mix of indoor and outdoor environments.

We use two Youbot datasets that differ for the degrees of freedom activated. The first, denoted by YOUBOTB3, uses the base and the third revolute joint (thus making it a very expensive pan-tilt camera) and has 348 samples; the second, denoted by YOUBOTB4W, uses the base, the fourth revolute joint, and the wrist, and has 563 samples.

B. Memory usage and speed

Experiments show that RDDL uses less memory than PDDL. For instance, for the ORBIT system with 4 commands, PDDL can learn simultaneously the diffeomorphisms for all commands only up to a resolution of \( 160 \times 120 \), while there is no hard-limit on the resolution for RDDL because of the recursive approach.

RDDL is faster than PDDL, at least asymptotically. Fig. 5a shows the time needed for learning from the whole ORBIT dataset as a function of the resolution in a log-log scale. The figure shows the results for: PDDL (\( \delta = 0.35 \)), and two parametrizations of RDDL (\( \delta = 0.35 \), \( \lambda = 1/3 \), \( g = 9 \); and \( \lambda = 1/5 \), \( g = 15 \)). Fig. 5b shows the number of learning cycles for obtaining a desired resolution, which depends on the combination of the parameters \( \lambda \) and \( g \). The different slopes in the log-log graph reflects the difference in the computational complexity \( \mathcal{O}(p^4) \) vs \( \mathcal{O}(p^2 \log p) \), as derived in Section IV-D. The graph for PDDL stops at the resolution \( 160 \times 120 \).

The relatively unoptimized Python implementation is quite slow; at \( 160 \times 120 \) it takes around \( 1 \) s for integrating the information in one sample \( \langle y_a, y_b \rangle \).

C. Precision

RDDL is as precise as PDDL, as measured by their performance in a prediction task, in which the observations predicted by the learned models are compared with the actual observations.

Fix a prediction horizon by choosing an integer \( \ell \geq 1 \). From the log \( \{(y_k, u_k)\}_k \) we extract a sequence of tuples of the form

\[
\langle y_k, \{u_k, \ldots, u_{k+\ell-1}\}, y_{k+\ell} \rangle.
\]

We call “plan” the sequence \( p_k \) of the \( \ell \) commands between the two images \( y_k \) and \( y_{k+\ell} \). The evaluation consists in comparing the observations \( y_{k+\ell} \) with the prediction given the initial observations \( y_k \) and the plan \( p_k \). The predicted \( y_{k+\ell} \) is obtained from \( y_k \) by applying the \( \ell \) learned diffeomorphisms corresponding to the commands in \( p_k \). For comparing the predicted image with the observed image we use the \( L_2 \) distance defined in (1) and the uncertainty-weighted distance defined in (7).

Fig. 6a show the \( L_2 \) prediction error for: the previous method PDDL, the proposed method RDDL (\( \lambda = 1/3 \), \( g = 9 \)), and, for illustration purposes, the result of RDDL after only the first resolution. In all cases, RDDL is as precise as PDDL.
D. Uncertainty estimation

Experiments show that the consistency-based uncertainty estimation method (Section V-C) is more accurate than the residual-based method (Section V-B).

We first discuss a qualitative comparison, where we compare visually the methods to see whether they are able to distinguish between the predictable region $V_{\text{pred}}$ and the unpredictable region $V_{\text{unpr}}$.

Here we use the ORBIT dataset, and we look and the command corresponding to “tilt up”. For the diffeomorphism induced by this command, the unpredictable region $V_{\text{unpr}}$ is the top part (Fig. 4e). For the inverse diffeomorphism, $V_{\text{unpr}}$ is the bottom part (Fig. 4j).

The uncertainty estimation method is independent of the diffeomorphism estimation method, so we show various combinations. The first two columns show the result for the residuals-based uncertainty estimation method (Section V-C); the first column is for the previous diffeomorphism estimation method PDDL and the second for the improved method RDDL, with a higher target resolution (0.5 pixels). We attribute the much better classification between $V_{\text{pred}}$ and $V_{\text{unpr}}$ to the improved accuracy of RDDL. The third and fourth columns show the result for the new consistency-based uncertainty estimation method (Section V-B), for the absolute and relative consistency measures, defined in (8) and (9). The relative estimation method looks qualitatively better.

A quantitative comparison among the uncertainty estimation methods is more rigorous but less intuitive.

Fig. 7 shows the prediction error computed using the uncertainty-weighted $L_2$ distance defined in (7) for all combinations of diffeomorphism and uncertainty estimation. Experimentally we found that, if the uncertainty is not computed well, there are some non-intuitive phenomena. For example, using the usual $L_2$ distance (not weighted by uncertainty), the prediction error always increases over the prediction horizon (see for example Fig. 6). If the uncertainty is not well estimated, there is a non-intuitive result that the prediction error computed using the weighted distance actually decreases on average with the length of the prediction horizon. Therefore, looking at the trend of the uncertainty as the prediction horizon increases gives a quantitative measure that the estimated uncertainty reflects the true uncertainty. The data in Fig. 7 shows that the consistency-based estimation of uncertainty has a better trend than the residuals-based estimation.

VII. CONCLUSIONS

A diffeomorphism dynamical system (DDS), in which each command induces a diffeomorphism of the observations, is a relatively simple approximation of the sensel-level dynamics of robotic sensorimotor cascades.

This paper has presented two improvements for estimating diffeomorphisms and their uncertainty. The recursive learning method (IV-C) allows to learn diffeomorphisms at higher resolution than the previous method because of the reduced memory needed. The consistency-based uncertainty estimation method (V-C) provides a better estimation of the uncertainty, as seen for example in the clearer distinction between predictable and unpredictable regions $V_{\text{pred}}$ and $V_{\text{unpr}}$.

Our current work consists in dealing with hidden states and continuously-varying commands. The DDS dynamics that we learn associates one diffeomorphism to one command. This is only an approximation, because, in general, the diffeomorphism depends also on other states, which could be observable (such as the joints configuration) or hidden (such as the 3D shape of the environment). For instance, this approach fails in learning the diffeomorphism associated to the Youbot base and third joint, because they depend on the configuration of the wrist joint (1-f-g).

Let $q \in Q$ represents the observable states. In principle, if a state of observable, we could learn a different diffeomorphism for each state and command; instead of the map $\Phi : U \rightarrow \text{Diff}(S)$ we could learn the map $\Phi : U \times Q \rightarrow \text{Diff}(S)$. However, this would need much more data: if the state space $Q$ is discretized to 100 states, we would need 100 times the learning data. To avoid the need of more data, we are considering an approach based on Gaussian processes (GP) [18]. Let $E^u_{\mathbf{q}}(v)$ be the dissimilarity for sensels $s, v \in S$ for a given command $u \in U$ at an observable state $q \in Q$. Then we are considering either representing the diffeomorphism $\varphi^u_{\mathbf{q}}(s)$ as a GP with state $(u, q, s) \in U \times Q \times S$ and observations in $S$, or representing directly the dissimilarity $E^u_{\mathbf{q}}(v)$ as as a scalar-valued GP in the variables $(u, q, s, v) \in U \times Q \times S \times S$. This approach would reduce the data needed for learning, and as a bonus it would allow interpolating between diffeomorphisms associated to different commands.

Dealing with states that are not directly observable is a more complicated goal. Similar functionality has been shown in some works in deep learning, which demonstrated learning of a collection of linear dynamical systems with discrete hidden states [19].
prediction horizon \( \ell \) at first iteration

(a) Prediction error, ORBIT dataset, L_2 distance

(b) Prediction error, ORBIT dataset, uncertainty-weighted L_2 distance

(c) Prediction error, YOUBOTB3 dataset, L_2 distance

(d) Prediction error, YOUBOTB3 dataset, uncertainty-weighted L_2 distance

Fig. 6. Quantitative comparison of the two learning methods PDDL and RDDL on a prediction task. Two datasets are used (Section VI-A): (a)-(b) refer to the ORBIT dataset, (c)-(d) refer to the YOUBOTB3 dataset. Once fixed a prediction horizon \( \ell \), for all images \( y_k \) in the dataset, we compare the observed \( \hat{y}_{k,\ell} \) with a prediction based on \( y_k \) and the learned model. We use two different ways to measure distances on the set of uncertain images: one based on the normal L_2 distance, used in (a) and (c), and one based on the uncertainty-weighted L_2 distance (defined in (7)), used in (b) and (d). In all cases the precision RDDL is the same as PDDL. The figures also report the precision of RDDL with the approximated result after only the first learning cycle.

Fig. 7. Quantitative evaluation for uncertainty estimation for the same methods in the qualitative comparison in Fig. 4. The graph shows the prediction error measured with the uncertainty-weighted L_2 norm, defined in (7), as a function of the prediction horizon \( \ell \). We have noticed that the quality of the uncertainty estimation can be quantified by the trend over a long prediction horizon. We expect that the prediction error grows with the horizon, as it happens for the ground truth uncertainty. When the uncertainty is not well approximated, we find the paradoxical behavior that the trend is negative, like for the residuals-based method. The better behavior of the consistency-based methods reflects the qualitative measurement in Fig. 4, except that the relative measure (Fig. 4c) performs slightly worse than the absolute (Fig. 4d).
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