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Abstract—In this paper we examine the correlation between the information content and the spatial realization of range measurements taken by a mapping robot. To do so, we consider the task of constructing an occupancy grid map with a binary Bayesian filter. Using a narrow beam-based sensor model (versus an additive white Gaussian noise model), we prove that any controller tasked to maximize a mutual information reward function is eventually attracted to unexplored space. This intuitive behavior is derived solely from the geometric dependencies of the occupancy grid mapping algorithm and the monotonic properties of mutual information. Since it is a function of both the robot’s position and the uncertainty of the surrounding cells, mutual information encodes geometric relationships that are fundamental to robot control, thus yielding geometrically relevant reward surfaces on which the robot can navigate. Lastly, we present the results of two experiments employing an omnidirectional ground robot equipped with a laser rangefinder.

I. INTRODUCTION

For occupancy grid mapping, the most successful robot control algorithms are grounded in geometric-based principles. Frontier detection, or the identification of boundaries between unknown and unoccupied space [1], drives many exploration algorithms, while path planning algorithms considering these frontiers often employ spatial metrics and heuristics [2]. This approach is not surprising given that the mapping algorithm’s output is a representation of shapes, sizes, and positions of obstacles within the environment. However, underneath the mask of maximum likelihood, a map is fundamentally a field of binary random variables [3], and a sensor is a probabilistic channel that links robot motion in the physical world to information gain for the Bayesian inference. One should expect that geometric-based reasoning agrees with information-based reasoning concerning robot control, however, this agreement up till now is at most a conjecture.

Thus, our goal in this paper is to rigorously characterize how the robot’s motion in the physical world affects the relevance of its sensor measurements with respect to occupancy grid mapping. This goal goes beyond identifying which of the map’s grid cells correspond to the largest amount of uncertainty, i.e., entropy [4]. We instead consider mutual information between the map and future sensor measurements to be the main reward for information-based control. Mutual information is an information-theoretic quantity [5] that, in occupancy grid mapping applications, predicts how much future measurements will decrease the robot’s uncertainty associated with all grid cells [4]. Since it is a function of both the robot’s position and the uncertainty of the surrounding cells, mutual information encodes geometric relationships that are fundamental to robot control, thus yielding geometrically relevant reward surfaces on which the robot can navigate, e.g., Figure 1.

To this effect, the main result of this paper provides a geometric interpretation for the mutual information-based reasoning of a robot using the occupancy grid mapping algorithm and a narrow beam-based range sensor. More specifically, we prove that any controller tasked to maximize a mutual information reward function is eventually1 attracted to unexplored space.2 Remarkably, this theoretical finding is independent of the implemented control algorithm. Sampling-based, gradient-based, and potential field methods all exhibit attractive behavior as long as they aim to

1By eventually we mean that this attraction does not need to be initially true, but instead it will be true at and after some time in the future.
2By attracted to unexplored space we mean that unknown cells within the map yield a higher mutual information reward compared to the hypothetical situation where these cells are correctly known.
maximize a mutual information reward function. To support these claims, we present the results of two experiments employing an omnidirectional ground robot equipped with a laser rangefinder.

A. Related Works

The seminal work of [3] introduced the concept of occupancy grid maps as a space representation model. Since then, much research has focused on constructing maps in higher dimensions [6], fusing measurements from multiple sensors/robots [7], [8], and simultaneously/concurrently localizing the robot [9], [10]. Unlike these cited works, the purpose of this paper is not to propose new occupancy grid mapping algorithms, but instead to conduct information-theoretic analyses using these preexisting algorithms for the underlying Bayesian inference framework. For example, we evaluate our theoretical results in Section IV-B using a Monte Carlo-based SLAM algorithm [11] that employs the occupancy grid mapping algorithm. We believe that our analyses can be applied to many other Bayesian derived mapping algorithms where sensor noise depends on the robot’s position in the environment, such as those relying solely on object-based [12] or landmark-based [13] maps.

The task of maximizing a mutual information reward function has recently emerged as a powerful control objective to improve the quality of the occupancy grid map. The early work of [4] proposed employing mutual information between sensor observations and the occupancy grid map as a reward function for general information acquisition tasks. Specific to SLAM exploration, [14] combined this reward function with the mutual information between sensor observations and robot localization. Many following works focused on mutual information-based control for target and/or robot localization, see [15], [16], [17]. Specific to frontier identification, [18] used a gradient-based approach for selecting frontiers between explored and unexplored space. The resulting explorative behaviors are well described by the results in this paper, as are the behaviors from many other exploration algorithms, e.g., [19], [20], [21]. Not surprisingly, these (if not all) exploration approaches for occupancy grid mapping are benchmarked against the traditional geometric-based approach of frontier exploration first proposed in [1].

B. Paper Organization

This paper is organized as follows. We introduce in Section II the well-known occupancy grid mapping algorithm, then provide a formal statement of our main theoretical result. In Section III, we prove the main result and provide numerous other results that are interesting in their own right. In Section IV, we focus on the process of generating mutual information reward surfaces that can drive information-based controllers, and in doing so discuss the experimental results from our two hardware experiments. We then summarize the contribution of the paper in Section V.

II. EVENTUAL ATTRACTION TO UNEXPLORED SPACE

In this section we review the occupancy grid mapping algorithm then formally state the main theoretical result of this chapter. A detailed proof of this is given in Section III-C, and experimental results that support our finding are provided in Section IV-B.

A. The occupancy grid mapping algorithm

Consider the problem of constructing a map of an environment using a single robot equipped with a sensor that provides range measurements, i.e., the robot’s distance to nearby obstacles. Suppose the robot employs the well-known occupancy grid mapping algorithm [3] for constructing the map from the noisy observations. For simplicity, we focus on the two-dimensional mapping problem, meaning that a robot of known position \( c_k \in \mathbb{R}^2 \times \mathbb{S} \) at the discrete time step \( k \in \mathbb{Z}_{\geq 0} \) moves in the two-dimensional Euclidean plane. The occupancy grid mapping algorithm models the static map of the robot’s environment as an \( n_m \)-tuple random variable \( M = (M^{[1]}, \ldots, M^{[n_m]}) \), where each independent binary random variable \( M^{[i]} \) takes the value 0 or 1 when an obstacle is absent or present, respectively, within a uniquely identified cell \( i \in \{1, \ldots, n_m\} \). Inference of this map is enabled by observations the robot receives originating from its sensor. These observations are modeled as random variables \( Z_k \) that take values \( z_{k, i} \) for all times \( k \).

![Dynamic Bayesian network for occupancy grid mapping. Note that since the robot’s position is known, we show in the top row the realized values \( c_k \) instead of corresponding random variables.](image-url)

As illustrated in Figure 2, both the unknown map and the robot’s known positions influence the noisy observations within this dynamic Bayesian network. Our goal of building a map is equivalent to estimating the posterior probability over all possible maps given the previous observations, which leads to the binary Bayesian filter

\[
r^{[i]}(z_{1:k}) := \frac{\mathbb{P}(M^{[i]} = 1 | z_{1:k})}{\mathbb{P}(M^{[i]} = 0 | z_{1:k})}, \quad i \in \{1, \ldots, n_m\},
\]

where \( r^{[i]} \) is the odds ratio\(^3\) of the posterior of cell \( i \) being occupied, \( \delta^{[i]} \) is the odds ratio of the inverse sensor model, and \( z_{1:k} \) is shorthand for \( \bigcap_{k' = 1}^{k} \{ Z_{k'} = z_{k'} \} \). Note that for all cells \( i \in \{1, \ldots, n_m\} \), we assume an uninformative prior \( \mathbb{P}(M^{[i]} = 0) = \mathbb{P}(M^{[i]} = 1) = 0.5 \). We also use \( r^{[i]}_k \) as shorthand for \( r^{[i]}(z_{1:k}) \) and refer to it as the robot’s belief for cell \( i \). When considering this belief as a random variable, we

\(^3\)The reader may be more familiar with the log odds representation of the binary Bayesian filter (1). Although we use log odds ratios in the implementation for our experiments, the mathematical conclusions in this paper are more compactly expressed using odds ratios.
These observations are modeled as random variables identified cell obstacle is absent (present, respectively) within a uniquely binary random variable taking values\( \{0, 1\} \). We also use the notation \( R_k[i] := r[i](Z_{1:k}) \), where \( Z_{1:k} \) is shorthand for \( \bigcap_{k'=1}^k \{Z_{k'}\} \).

Consider the problem of constructing a map of an environment. When considering this belief as a random variable, we lead to the binary Bayesian filter.\(^4\)

A detailed proof of this is given in Section III-C, and experimental results that support our finding are provided in ... the current entropy of the map \( M \). The latter is independent of the next robot position \( c_{k+1} \) and the next observation \( Z_{k+1} \).

Assumption 1 (Unbiased sensor model) For all times \( k \in \mathbb{Z}_{\geq 0} \), given that the next observation \( Z_{k+1} \) is informative \( \delta[i](Z_{k+1}) \neq 1 \) for a cell \( i \in \mathcal{I}_{k+1} \), the expected value of \( \delta[i](Z_{k+1}) \) is less than 1 if the cell is unoccupied and greater than 1 if it is occupied.

Assumption 2 (Clamped measurement’s prior) For all times \( k \in \mathbb{Z}_{\geq 0} \), cells \( i \in \mathcal{I}_{k+1} \), and measurements \( j \in \{1, \ldots, n_z\} \), there exists an \( \epsilon_0 > 0 \) such that if \( r_{k,i} < \epsilon_0 \), then

\[
\mathbb{P}(Z_{k+1}^j|z_{1:k}) = \mathbb{P}(Z_{k+1}^j|z_{1:k}, M[i]) = 0.
\]

Similarly, there exists an \( \epsilon_1 < \infty \) such that if \( r_{k,i} > \epsilon_1 \), then

\[
\mathbb{P}(Z_{k+1}^j|M) = \mathbb{P}(Z_{k+1}^j|z_{1:k}, M[i]) = 1.
\]

B. Identification of mutual information-based behaviors

Given the previous observations \( z_{1:k} \), we are interested in minimizing the expected uncertainty (i.e., conditional entropy\(^4\)) of the map \( M \) after receiving the robot’s next observation \( Z_{k+1} \). For mutual information-based control, this objective is equivalent to maximizing the mutual information \( I(M; Z_{k+1}|z_{1:k}) \) between the map and the next observation. In addition, since both \( M \) and \( Z_{k+1} \) are tuple random variables with independence among elements, we express total mutual information as the summation of \( I(M[i]; Z_{k+1}^j|z_{1:k}) \) between \( M[i] \) and \( Z_{k+1}^j \) over all cells \( i \in \{1, \ldots, n_m\} \) and measurements \( j \in \{1, \ldots, n_z\} \). We further simplify this expression to

\[
I(M; Z_{k+1}|z_{1:k}) = \sum_{j=1}^{n_z} \sum_{i \in \mathcal{I}_{k+1}} I(M[i]; Z_{k+1}^j|z_{1:k})
\]

since the mutual information between a measurement and any cell not in the measurement’s perceptual range is equal to 0, i.e., \( I(M[i]; Z_{k+1}^j|z_{1:k}) = 0 \) for all \( j \in \{1, \ldots, n_z\} \) with \( i \notin \mathcal{I}_{k+1}^j \) (see Lemma 5 for a rigorous treatment). We refer to \( I(M[i]; Z_{k+1}^j|z_{1:k}) \) as the mutual information contribution of cell \( i \), but note that it is also specific to the particular measurement \( j \).

We refer to expression given in (2) as the mutual information reward function, a function that drives many information-based control approaches that are cast in terms

\({}\}

\(^4\)The conditional entropy given the next observation should not be confused with the current entropy of the map \( M \). The latter is independent of the next robot position \( c_{k+1} \) and the next observation \( Z_{k+1} \).
of an optimization problem. In this paper, we exploit certain algebraic properties of this reward function to show that maximizing (2) implies eventual attraction to unknown space. Intuitively speaking, we show that unknown cells (i.e., those cells \( i \) for which the belief \( R_k^{[i]} \) is equal to 1) at and after some time are expected to yield a higher mutual information reward compared to the hypothetical situation where these cells are correctly known (i.e., the belief \( R_k^{[i]} \) is less than or greater than 1 depending on if cell \( i \) was realized to be unoccupied or occupied, respectively).

To formalize the simultaneous existence of an actual situation and a hypothetical one, we construct a novel analytical approach that we call two independent theoretical experiments.

**Definition 3 (Two independent theoretical experiments)**

Let \( E \) and \( \bar{E} \) denote two independent theoretical experiments with identical robots, paths, sensor models, and inverse sensors models, i.e., all deterministic properties and functions are the same. Suppose the first experiment’s map \( M \) is of equal value to the second experiment’s map \( \bar{M} \), although the value itself is unknown to the robots. In addition, suppose the observations \( Z_{1:k} := \bigcap_{i=1}^{n} \{ Z_i^c \} \) and \( \bar{Z}_{1:k} := \bigcap_{i=1}^{n} \{ \bar{Z}_i^c \} \) are independently realized in \( E \) and \( \bar{E} \), respectively. At some time \( K \leq k \) in the past, the robots have known beliefs \( \bar{R}_{K}^{[i]} \) and \( \bar{R}_{K}^{[i]} \) for all cells, which can be used to condition their expected beliefs \( E(\bar{R}_{K}^{[i]}) \) respectively at time \( k \).

The intuition behind the experiments \( E \) and \( \bar{E} \) comes from thinking of time \( k \) as being in the future versus thinking of time \( K \) as being in the past. Doing so immediately raises the following question: Given information about the map at time \( K \), can we reason about the expected behavior of mutual information-based control at time \( k \)? Even for arbitrary maps, the expected beliefs \( E(\bar{R}_{K}^{[i]}) \) and \( E(\bar{R}_{K}^{[i]}) \) give insight into how past observations can affect future uncertainty - note that future beliefs are indeed random variables. It is this insight that provides a basis for qualitatively evaluating the behaviors of controllers employing the mutual information reward function.

**C. A theorem for attractive behavior**

The main theoretical result implies that any controller tasked to maximize the mutual information reward function is eventually attracted to unexplored regions of the map. Below we formally state this result with the use of the analytical approach described in the previous section.

For the first experiment \( E \), suppose that a subset of cells \( \mathbb{I} \subset \{1, \ldots, n_m\} \) is composed of unknown cells at time \( K \), meaning that the beliefs \( R_{K}^{[i]} \) are all equal to 1 for all \( i \in \mathbb{I} \). In the second experiment \( \bar{E} \), however, suppose that the same subset of cells are correctly known at time \( K \). By correctly known we mean that for any cell \( i \in \mathbb{I} \) at time \( K \), the belief \( R_{K}^{[i]} \) is less than 1 if the cell is unoccupied, otherwise, it is greater than 1. We again note that the maps \( M \) and \( \bar{M} \) are of equal value yet unknown to the robots. Lastly, suppose that for all other cells not in the subset \( \mathbb{I} \), the beliefs between experiments \( E \) and \( \bar{E} \) are equal but otherwise arbitrary in value. More formally, we have that \( R_{K}^{[i]} = \bar{R}_{K}^{[i]} \) for all cells \( \ell \in \mathbb{I}^c = \{1, \ldots, n_m\} / \mathbb{I} \).

Let the event \( A_{K} \) represent the intersection of all aforementioned events between the two experiments at time \( K \). When reasoning about the mutual information contributions \( I(M^{[i]}; Z_{k+1}^{[j]}|z_{1:k}) \) for all measurements \( j \in \{1, \ldots, n_z\} \) and cells \( i \in \{1, \ldots, n_m\} \) at time \( k \geq K \), we wish to evaluate these values based on the expected beliefs \( E(R_{K}^{[i]}) \) and \( E(\bar{R}_{K}^{[i]}) \) given the event \( A_{K} \). In other words, we are evaluating the resulting mutual information reward function \( I(M; Z_{k+1}|z_{1:k}) \) employing the expected beliefs for the robots in both experiments. This is formally described by

\[
B_{K,k} := \bigcap_{i=1}^{n_m} \left\{ \{R_{k}^{[i]} = E(R_{k}^{[i]}|A_{K})\} \cap \{\bar{R}_{k}^{[i]} = E(\bar{R}_{k}^{[i]}|A_{K})\} \right\}.
\]

Note that this event does not explicitly include the event \( A_{K} \) since this information (e.g., the state of the map) is unknown to the robots. We now state the main theoretical result.

**Theorem 4 (Attraction to unexplored space)**

Consider the two independent experiments \( E \) and \( \bar{E} \). Given enough number of informative observations with \( \delta_k(z_k) \neq 1 \) for the subset of cells \( i \in \mathbb{I} \), there exists a time \( \kappa \geq K \) such that for all times \( k \geq \kappa \), we have that

\[
I(M; Z_{k+1}|B_{K,k}) > I(\bar{M}; \bar{Z}_{k+1}|B_{K,k})
\]

if any cell \( i \in \mathbb{I} \) is in the observation’s perceptual range.

Note that although an unknown cell always has the maximum amount of entropy at time \( K \), more certain beliefs (i.e., \( r_k^{[i]} \neq 1 \)) of that cell may result in larger mutual information contributions at time \( K \). Conditioning on the expected beliefs for all cells, Theorem 4 states that, in expectation, there is a future time at an after which the mutual information reward function is greater if these cells are unknown at time \( K \) than if they were correctly known. This statement is stronger than one stating that the cell’s mutual information contribution will be greater for a particular measurement. This statement also holds for any observation that perceives at least one of these cells, regardless of the sensor model. Thus, we conclude that mutual information-based controllers are eventually attracted to unexplored space.

**III. ON INFORMATIVE BEHAVIORS**

In this section, we prove the main theoretical result stated in Theorem 4. Along the way, we provide a number of other results that may be interesting in their own right.

**A. Algebraic properties of mutual information**

Concerning an arbitrary cell \( i \in \{1, \ldots, n_m\} \) and measurement \( j \in \{1, \ldots, n_z\} \), the following lemma expresses the corresponding mutual information contribution as an integral of two functions, one of which has useful algebraic properties.
Lemma 5 (Mutual information contribution) The mutual information at time $k$ between a single measurement $j$ and a single cell $i$ given the observations $z_{1:k}$ can be written as

$$I(M[i]; Z_{k+1}^j | z_{1:k}) = \int_{z \in Z} \mathbb{P}(Z_{k+1}^j = z|z_{1:k}) f\left(d[i,j](z), r_k^i\right) dz \quad (4)$$

where the nonnegative function $f(\delta, r)$ is endowed with the following two algebraic properties:

1. For $\delta = 1$ we have that $f(\delta, r) = 0$ for any $r \in (0, \infty)$;
2. For any value of $\delta \in (0, \infty)/\{1\}$, there exists some $\tau(\delta) \in (0, \infty)$ such that $f(\delta, r)$ is monotonically increasing in $r$ for all $r < \tau(\delta)$ and monotonically decreasing in $r$ for all $r > \tau(\delta)$.

Proof: [Lemma 5] From information theory [5], the mutual information contribution is defined as

$$I(M[i]; Z_{k+1}^j | z_{1:k}) = \sum_{m[i] \in \{0,1\}} \mathbb{P}(M[i] = m[i] | Z_{k+1}^j = z, z_{1:k}) \times \mathbb{P}(Z_{k+1}^j = z | z_{1:k}) \log \left( \frac{\mathbb{P}(M[i] = m[i] | Z_{k+1}^j = z, z_{1:k})}{\mathbb{P}(M[i] = m[i] | z_{1:k})} \right) dz. \quad (5)$$

Since the complement of $\mathbb{P}(M[i] | Z_{k+1}^j = z_{1:k})$ and $\mathbb{P}(M[i] | Z_{k+1}^j = z_{1:k})$ are equal to $1 - \mathbb{P}(M[i] | Z_{k+1}^j = z_{1:k})$ and $1 - \mathbb{P}(M[i] | Z_{k+1}^j = z_{1:k})$, respectively, we have from (1) that

$$\mathbb{P}(M[i] = m[i] | Z_{k+1}^j = z_{1:k}) = \frac{(r_k^i - m[i] + 1)/r_k^i + 1}{(r_k^i m[i] + (z_{1:k})}$$

and

$$\mathbb{P}(M[i] = m[i] | Z_{k+1}^j = z, z_{1:k}) = \frac{(r_k^i m[i] + (z_{1:k}))}{r_k^i (z_{1:k}) + 1}.$$

Substituting these two expressions into (5) gives (4), where

$$f(\delta, r) := \log\left(\frac{r + 1}{r + \delta - 1}\right) - \log(\delta) \frac{\log(\delta)}{\delta r + 1}. \quad (6)$$

Immediately, the first algebraic property of $f(\delta, r)$ follows directly from (6) with $\delta = 1$ from the inverse sensor model.

To prove the second algebraic property of $f(\delta, r)$, consider a measurement value $z \in Z$ that results in $\delta \neq 1$. Taking the partial derivative of $f(\delta, r)$ with respect to $r$, we get that

$$\frac{\partial f(\delta, r)}{\partial r} = \frac{1}{r + 1} - \frac{1}{r + \delta - 1} + \frac{\log(\delta)}{(\delta r + 1)^2}. \quad (7)$$

Now define the belief threshold $\tau(\delta)$ as

$$\tau(\delta) := \left(\delta \log(\delta) - \delta + 1\right) \left(\delta - \log(\delta) - 1\right), \quad (8)$$

and note that $\tau(\delta) \in (0, \infty)$ for all $r \in (0, \infty)$. Substituting $(1 + \epsilon)\tau(\delta)$ for $r$ in (7) gives

$$\frac{\partial f(\delta, r)}{\partial r} \bigg|_{r=(1+\epsilon)\tau(\delta)} = -\frac{\epsilon \delta \log(\delta)}{(\delta + (\delta - 1)^2)(\delta + 1)^2}, \quad (9)$$

where $\xi$, $\beta$, and $\gamma$ are defined as $(\delta \log(\delta) - \delta + 1)$, $(\delta - \log(\delta) - 1)$, and $(\log(\delta) - \log(\delta))$, respectively. By applying the natural logarithm inequalities of $(\delta - 1) \leq \delta \log(\delta) \leq \delta(\delta - 1)$, we have that $\xi$, $\beta$, and $\gamma$ are all positive. This implies that (9) is finite and positive for all $\epsilon \in (0, \infty)$, which gives the desired result for negative monotonicity.

For positive monotonicity, we again apply the previously mentioned natural logarithm inequalities to have that $\xi$ is less than or equal to both $(\delta - 1)^2$ and $\gamma$. This implies that both $(\epsilon \xi + (\delta - 1)^2)$ and $(\epsilon \gamma + \gamma)$ are finite and positive for $\epsilon \in (-1, 0)$, hence (9) is finite and negative.

Remark 6 (Belief thresholds) For an informative measurement, we have that $\delta$ is equal to either $r_{occ}$ or $r_{emp}$, implying that the belief threshold $\tau(\delta)$ is either less than 1 or greater than 1, respectively. Suppose cell $i$ is unknown, i.e., $r_k^i = 1$. Then measurement locations within cell $i$ result in $\tau(r_{occ}) < 1$, implying that $f(\delta, r_k^i)$ is monotonically decreasing in the belief $r_k^i$. For measurements of greater value, $\tau(r_{emp}) > 1$ and $f(\delta, r_k^i)$ is instead monotonically increasing.

One can interpret $f(\delta, r)$ in Lemma 5 as an information gain function for potential measurement values $z \in Z$. For example, the second algebraic property states that no information about a cell is received from a measurement that does not intersect that cell, whether because the measurement “stops short” of the cell or simply because the cell is not in the measurement’s perceptual range. This geometric dependency relates back to the construction of the index sets $I_k$ in Section II-A, and likewise allows for the mutual information reward function to be calculated over a reduced domain size. In other words, no matter how the $j$th measurement’s prior $\mathbb{P}(Z_{k+1}^j | z_{1:k})$ behaves, the integral of (4) does not need to evaluate measurement values $z \in Z$ that imply $\delta[i,j](z) = 1$ for any cell $i$ in the measurement’s perceptual range $I_k$.

B. Expected values of future beliefs

For the main theoretical result in Theorem 4, we are interested in the geometric interpretations of the monotonic properties of the information gain function $f(\delta, r)$, i.e., the second algebraic property of Lemma 5. For example, consider an unoccupied cell $i$ with $M[i] = 0$ that is unknown (i.e., $r_k^i = 1$) to a stationary robot. Suppose this robot receives a sequence of measurements all extending past the aforementioned cell. Lemma 5 says that the information gain function $f(\delta, r_k^i)$ itself provably decreases with each observation, implying that the potential to receive informative observations was highest when the cell was originally unknown. This behavior suggests that unknown cells have stronger attractive properties for measurements implying the absence of an obstacle.

We would like to have the same result for measurement locations falling within a cell. This would imply that for all measurements large enough to “reach” the unoccupied cell, the information gain function provably decreases as the robot becomes more certain of the cell’s unoccupied state. From Remark 6, this is not the case for $r_k^i = 1$. Fortunately, the belief $\tau(r_{occ})$ in Lemma 5 gives the necessary belief threshold below which the monotonicity result holds for any informative measurement. Given the expectation to infer the correct state for observable cells, we have that all unoccupied cells would eventually exhibit the desired behavior, i.e., the expected information gain decreases with increased certainty of the state of a cell. The same interpretation holds true for occupied cells, which motivates the following lemma and corollaries that explore the robot’s beliefs and measurements’ priors in expectation.
Lemma 7 (Relationship between expected beliefs)
Suppose a numerical relationship (i.e., less than, greater than, or equal to) is given at time $\kappa \geq 0$ between the beliefs $R_{K}^{\text{occ}}$ and $R_{K}^{\text{emp}}$, for any cell $i$. Then for all times $k \geq K$, the numerical relationship between the expected beliefs $\mathbb{E}(R_{k}^{i}|A_{K}^{i})$ and $\mathbb{E}(\tilde{R}_{k}^{i}|A_{K}^{i})$ will remain the same.

Proof: [Lemma 7] The proof proceeds by induction on $k$. If $k = K$, then the beliefs are equal to their realized values. Thus, this lemma trivially holds for $k = K$. Let us now assume that the result is true for some $k \geq K$. Note that if $i \notin I_{k+1}$, then the lemma trivially holds for $k + 1$. Now suppose $i \in I_{k+1}$, and define the conditioning event $S_{K} := \{M = m\} \cap \{\mathbb{E}(R_{k}^{i}|A_{K}^{i}) \leq \mathbb{E}(\tilde{R}_{k}^{i}|A_{K}^{i})\}$ for some $m \in \mathcal{M}$. For the first experiment $E$, we have from the property of independence between observations and between measurements that

$$\mathbb{E}(R_{k+1}^{i}|S_{K}) = \prod_{j=1}^{n} \mathbb{E}(\delta_{i,j}^{(i)}(Z_{k+1}^{j})|S_{K}) \mathbb{E}(R_{k}^{i}|S_{K}),$$

(10)

In addition, (10) is identical to the expression for the second experiment $\tilde{E}$ except with $\tilde{R}_{k}^{i}$, $\tilde{Z}_{k}^{j}$, and $\tilde{Z}_{k}^{j}$ being replaced by $R_{k}^{i}$, $Z_{k}^{j}$, and $Z_{k}^{j}$, respectively, for all times $k$. From the inverse sensor model and the law of total probability, we have for the first experiment $E$ that

$$\mathbb{E}(\delta_{i,j}^{(i)}(Z_{k+1}^{j})|S_{K}) = \int_{z \in Z_{k+1}^{j}} \mathbb{P}(Z_{k+1}^{j} = z|S_{K}) \delta_{i,j}^{(i)}(z) dz.$$ 

Since this expression also contains the condition $M = m$ for the second experiment $\tilde{E}$, and both experiments have identical sensor and inverse sensor models, we have that $\mathbb{E}(\delta_{i,j}^{(i)}(Z_{k+1}^{j})|S_{K})$ is equal to $\mathbb{E}(\delta_{i,j}^{(i)}(Z_{k+1}^{j})|S_{K})$. Thus from (10), we have that

$$\mathbb{E}(R_{k+1}^{i}|S_{K})/\mathbb{E}(R_{k}^{i}|S_{K}) = \mathbb{E}(\tilde{R}_{k+1}^{i}|S_{K})/\mathbb{E}(\tilde{R}_{k}^{i}|S_{K}).$$

and thus this proof holds for $R_{k}^{i}$ being less than $\tilde{R}_{k}^{i}$ given that $M$ and $\tilde{M}$ are both equal to the map value $m$. To complete the proof, we note that the derivation of (11) is not specific to the map value $m \in \mathcal{M}$ nor the numerical relationship between $R_{k}^{i}$ and $\tilde{R}_{k}^{i}$. $\blacksquare$

Corollary 8 (Convergence of expected beliefs) The expected beliefs $\mathbb{E}(R_{k}^{i}|A_{K}^{i})$ and $\mathbb{E}(\tilde{R}_{k}^{i}|A_{K}^{i})$ of any unoccupied (occupied) cell $i$ monotonically converge to 0 ($\infty$, respectively) as the number of informative observations for this cell tends to $\infty$.

Proof: [Corollary 8] Considering (10) in Lemma 7, the proof follows from Assumption 1. $\blacksquare$

Corollary 9 (Equality of measurements’ priors) Consider the set $I$ from Section II-C as a set consisting of a single cell $i$. Given enough number of informative observations for this cell, there exists a time $\kappa \geq K$ such that for all times $k \geq \kappa$, we have that the $j$th measurements’ priors $\mathbb{P}(Z_{k+1}^{j}|B_{K,k})$ and $\mathbb{P}(\tilde{Z}_{k+1}^{j}|B_{K,k})$ are equal for all measurements $j$.

Proof: [Corollary 9] From Corollary 8, there exists a time $\kappa \geq K$ such that for all times $k \geq \kappa$, the two expected beliefs $\mathbb{E}(R_{k}^{i}|A_{K}^{i})$ and $\mathbb{E}(\tilde{R}_{k}^{i}|A_{K}^{i})$ are both smaller than some $\epsilon_{0} > 0$ or larger than some $\epsilon_{1} < \infty$, depending on whether $M^{[i]}$ and $\tilde{M}^{[i]}$ are both of value 0 or 1, respectively. From Assumption 2, this implies that

$$\mathbb{P}(Z_{k+1}^{j}|B_{K,k}) = \mathbb{P}(\tilde{Z}_{k+1}^{j}|B_{K,k}),$$

where the third equality is due to all other expected beliefs $\mathbb{E}(R_{k}^{i}|A_{K}^{i})$ and $\mathbb{E}(\tilde{R}_{k}^{i}|A_{K}^{i})$ being equal between experiments for any cell $\ell \in \mathcal{P}$. $\blacksquare$

C. A proof for attractive behavior

We now give the proof for the main theoretical result in Theorem 4.

Proof: [Theorem 4] Suppose the subset $I \subset \{1, \ldots, n_{m}\}$ for the two experiments $E$ and $\tilde{E}$ consists of a single cell $i$ of arbitrary state. Denote this subset as $\mathbb{I}_{i}$. We first show that (3) holds for this subset regardless of the state of cell $i$.

Suppose this cell is realized to be unoccupied, i.e., $M^{[i]} = 0$. From Corollary 8, the two expected beliefs $\mathbb{E}(R_{k}^{i}|A_{K}^{i})$ and $\mathbb{E}(\tilde{R}_{k}^{i}|A_{K}^{i})$ monotonically converge to 0 as the number of informative observations for cell $i$ tends to $\infty$. Thus, there exists a time $\kappa_{1}^{[i]} \geq K$ such that for all $k \geq \kappa_{1}^{[i]}$, both these expected beliefs are smaller than the belief thresholds $\tau(r_{occ})$ and $\tau(r_{emp})$. In addition, the second algebraic property of Lemma 5 guarantees that for all times $k \geq \kappa_{1}^{[i]}$, the information gain function $f(\delta, r)$ employing $\mathbb{E}(R_{k}^{i}|A_{K}^{i})$ and $\mathbb{E}(\tilde{R}_{k}^{i}|A_{K}^{i})$ is monotonically decreasing in $r$ for both $\delta = r_{occ}$ and $\delta = r_{emp}$. Since at time $K$ cell $i$ was unknown (i.e., $R_{K}^{i} = 1$) in the first experiment $E$ and correctly known (i.e., $\tilde{R}_{K}^{i} < 1$) in the second experiment $\tilde{E}$, we have from Lemma 7 that $\mathbb{E}(R_{k}^{i}|A_{K}^{i})$ is larger than $\mathbb{E}(\tilde{R}_{k}^{i}|A_{K}^{i})$, hence the corresponding $f(\delta, r)$ is larger. Also due to Lemma 7, we have for any time $k$ that the expected beliefs $\mathbb{E}(R_{k}^{i}|A_{K}^{i})$ and $\mathbb{E}(\tilde{R}_{k}^{i}|A_{K}^{i})$ of all other cells $\ell \in \mathcal{P} \setminus \{i\}$ are equal. This implies that the information gain function $f(\delta, r)$ for these expected beliefs are also equal between experiments.

Now consider the expected behavior of the measurements’ priors $\mathbb{P}(Z_{k+1}^{j}|B_{K,k})$ and $\mathbb{P}(\tilde{Z}_{k+1}^{j}|B_{K,k})$ for the two experiments $E$ and $\tilde{E}$, respectively. From Corollary 9, there exists another time $\kappa_{2}^{[i]} \geq K$ such that for all times $k \geq \kappa_{2}^{[i]}$, these measurements’ priors are equal. From Lemma 5, we have for all time $k \geq \max\{\kappa_{1}^{[i]}, \kappa_{2}^{[i]}\}$ that $I(M^{[i]}; Z_{k+1}^{j}|B_{K,k})$ is greater than $I(M^{[i]}; \tilde{Z}_{k+1}^{j}|B_{K,k})$ for any measurement $j$ with $i \in \mathcal{I}^{[j]}$. For all other measurements or cells in $\mathcal{P}$, these mutual information contributions are equal. This proves (3) holds for the subset $\mathbb{I}_{i}$ consisting of a single unoccupied cell $i$ with a threshold time of $\max\{\kappa_{1}^{[i]}, \kappa_{2}^{[i]}\}$. The proof that (3) holds for the subset $\mathbb{I}_{i}$ consisting of a single occupied cell $i$ follows verbatim; however, this proof results in two subtle difference. Firstly, there exists
a time \( x_k^{[3]} \geq K \) such that for all times \( k \geq x_k^{[3]} \), the two expected beliefs \( E(R_k^{[i]}|A_K) \) and \( E(\tilde{R}_k^{[i]}|A_K) \) are greater than both belief thresholds \( \tau_{(r_{occ})} \) and \( \tau_{(r_{emp})} \). Secondly from Corollary 9, there exists a time \( x_k^{[4]} \geq K \) such that for all times \( k \geq x_k^{[4]} \), the measurements’ priors \( P(Z_{k+1}^{[j]})|B_{K,k} \) and \( P(\tilde{Z}_{k+1}^{[j]}|B_{K,k}) \) are equal. Thus, (3) holds for the subset \( I_1 \) consisting of a single cell \( i \) of arbitrary state with a threshold time of \( x_1 := \max\{x_1^{[1]}, x_1^{[2]}, x_1^{[3]}, x_1^{[4]}\} \).

We conclude by showing that (3) holds for subsets \( I_s \) of arbitrary size \( s \). The proof proceeds by induction on \( s \), with \( s = 1 \) already proved. Let us assume that the result is true for some \( s \geq 1 \). For \( s + 1 \) with the subset \( I_{s+1} \), define a one cell subset \( J := I_{s+1}/I_s \) containing the one cell not originally in \( I_s \), then let \( I^c := \{1, \ldots, n_m\}/J \). The proof to show that the mutual information reward function \( I(M; Z_{k+1}|z_{1:k}) \) in the first experiment \( E \) is strictly greater that \( I(M; Z_{k+1}|B_{K,k}) \) in the second experiment \( E \) follows verbatim as the proof for \( I_1 \), with the exception that the analysis yields a threshold time of \( x_s \). Thus, Theorem 4 holds in general for an arbitrary subset \( I_s \) with a threshold time of \( x = \max \bigcup I_s \{x_s\} \).

IV. Experiments in Mapping

We discuss the technical aspects of our software and hardware platform, then present the resulting mutual information reward surfaces for two separate experiments.

A. Experimental setup

For the two hardware experiments, we implemented a surprisingly compact form of the mutual information reward function \( I(M; Z_{k+1}|z_{1:k}) \) at time \( k \). For the sake of brevity, we skip the derivation of the expression and instead refer the reader to [22]. We first state the assumption that all obstacles in the map are opaque, which is inherent to the occupancy grid mapping algorithm.

**Assumption 10 (Sensor obscuration)** For any cell \( \ell \) appearing after an occupied cell \( i \) in the index set \( I_{k+1}^{[j]} \), we have that

\[
P(Z_{k+1}^{[j]}|M[i] = 1, M[\ell] = 0) = P(Z_{k+1}^{[j]}|M[i] = 1, M[\ell] = 1)
\]

for any time \( k \) and measurement \( j \).

With this assumption, we can use the property that the index set \( I_{k+1}^{[j]} \) is ordered to write \( I(M; Z_{k+1}|z_{1:k}) \) as

\[
\sum_{j=1}^{n_m} \sum_{i \in I_{k+1}^{[j]}} \int_{z \in Z} f(\delta^{[i,j]}(z), r^{[i]}_k) \left( \sum_{\ell \notin I_{k+1}^{[j]}} \prod_{z \leq \ell} (r^{[\ell]}_k + 1) \right) \cdot P(Z_{k+1}^{[j]} = z|M = e_i) \cdot \prod_{\ell \notin I_{k+1}^{[j]}} (r^{[\ell]}_k + 1) \cdot P(Z_{k+1}^{[j]} = z|M = 0) \, dz.
\]

where \( \ell \leq i \) denotes the sequence of indices in \( I_{k+1}^{[j]} \) appearing before or equal to \( i \). Note that \( 0 \) and \( e_i \) denote the zero tuple and \( i \)th Euclidean basis tuple, respectively.

Using the Robot Operating System [23], we employed an omnidirectional ground robot custom built at MIT Lincoln Laboratory (Figure 4). We equipped this robot with a Hokuyo scanning laser rangefinder (LIDAR) module that produces \( n_z = 1024 \) horizontal measurements over 360 degrees at a rate of 10 Hz. For both hardware experiments, we selected measurement range values of \( Z = \{(0.0, 5.6)\}, \) mapping algorithm parameters of \((r_{occ}, r_{emp}) = (1.5, 0.66), \) and a beam-based proximity mixture sensor model [24] with parameters \( z_{hit} = 0.7, z_{short} = 0.1, z_{max} = 0.1, z_{rand} = 0.1, \sigma_{hit} = \max\{0.03\ m, 0.03z_{exp}\}, \) and \( \lambda_{short} = 5.0 \) m\(^{-1}\).

B. Mutual information reward surfaces

We now discuss the resulting mutual information reward surfaces describing the overlap between map uncertainty and information gain from the robot’s laser rangefinder. To simplify these surfaces, we prohibited the omnidirectional robot from rotating, i.e., for a particular translational position, the robot is always assumed to be facing in one direction. This constraint is not overly restrictive due to the sensor’s rotational symmetry, yet it allows us to ignore the, in general, nontrivial effect rotational motion has on mutual information.

Figure 4 shows the setup for the occupancy grid mapping experiment. The environment to be mapped was set up with a center barrier and several scattered obstacles. A motion capture system tracked the position of the robot in realtime. In order to build a mostly complete map using a simplistic path, we manually drove the robot around the center barrier in a single loop. A time series of occupancy grid maps of 20 cm cell size was generated in realtime for this 60 second run. Figure 4 also shows five time instances for which we calculated the resulting mutual information reward surfaces. Due to the strong propagating frontiers (red regions) leading the robot, the evolution of these surfaces suggest that mutual information-based controllers would have drawn the robot down a similar path for exploration. In addition, we noted that the center barrier and external walls exhibited repulsive tendencies (i.e., low mutual information reward) due to the likelihood of sensor obscuration. These conclusions are not only consistent with the theoretical findings of this chapter, but are consisted among 10 additional runs of varying time durations that we conducted.
For the second experiment, we employed the GMapping simultaneous localization and mapping (SLAM) package. We again manually drove the robot, however, the environment to be mapped was much larger (1500+ m²). Over 50 minutes of data was collected, after which SLAM was performed to build an occupancy grid map using a 30 cm square cell size. Figure 5 compares the resulting entropy map with the mutual information reward surface. In the entropy map, we see many cells of high uncertainty, however, they tend to be in isolated clusters near objects. On the other hand, the mutual information surface gives strong visual indicators throughout the open areas of the map. In particular, locations of interest to a mapping robot (e.g., frontiers, obscured space, and potential SLAM issues) are easily identifiable by either human or algorithm. Thus, we conclude that mutual information can both enable and monitor the SLAM algorithm. Lastly, we note that even for this large map, the mutual information reward surface over all known cells can be calculated from scratch in less than ten seconds on our desktop computer (3.4 Ghz quad-core CPU, GTX 690 GPU, MATLAB R2012a).

V. CONCLUSION

In this paper we prove that any controller tasked to maximize a mutual information reward function is eventually attracted to unexplored space. More importantly, the insight obtained in deriving this proof is exemplified by the results of our experiments. This solidifies the intuition that inherently guides our logic when designing motion planning algorithms. We believe that much more can be proven about the behavior of mutual information-based controllers given the geometric dependencies of the occupancy grid mapping algorithm and the monotonic properties of mutual information. In particular, we leave as a future work proving that obstacles eventually repel these controllers due to sensor obscuration (see Figure 1). This would result in trajectories that naturally avoid obstacles – a property that could give insight into the safety of these controllers in unstructured environments.