
Real-time Super-resolution Three-dimensional Sound Source
Localization for Robots

Keisuke Nakamura, Randy Gomez, and Kazuhiro Nakadai

Abstract— This paper investigates Sound Source Localization
(SSL) for a robot in a real world. Previously, we focused on
one-dimensional SSL for azimuth and assumed that target
sources are distributed close to a horizontal plane. Without this
assumption, the SSL performance is drastically degraded. Thus,
three-dimensional SSL is essential to improve the localization
for sound sources distributed in a three-dimensional space.
Compared to one-dimensional SSL, three-dimensional SSL
mainly has the following problems: 1) a massive number of
Transfer Function (TF) measurements for microphone array
calibration are required for three dimensions to maintain the
spatial resolution of SSL sufficiently-high, 2) the computational
cost for searching for sound sources drastically increases in
high-dimensional spaces. For the first issue, we extend the
previously-proposed one-dimensional TF interpolation method,
integrating time-domain-based and frequency-domain-based
interpolation, to three dimensions. The interpolation achieves
three-dimensional super-resolution SSL and reduction of the
number of TF measurements while maintaining the spatial
resolution of SSL. For the second issue, we propose optimal
hierarchical SSL, which reduces computational cost for search-
ing for sound sources by introducing a hierarchical search
algorithm instead of using greedy search in localization. We
previously proposed the concept of the algorithm. This paper
additionally discusses theoretical optimality in hierarchization
to minimize the total computational cost of SSL. The method
determines the number of hierarchies and the resolution of
each hierarchy depending on desired spatial resolution. These
techniques are integrated into an SSL system using a robot.
The experimental result showed: 1) the proposed interpolation
method achieved super-resolution SSL working better than
that with pre-measured TFs, 2) the optimal hierarchical SSL
drastically reduced computational cost by approximately 97%.

I. INTRODUCTION

Human-robot speech communication is essential for
robots. In the communication by a robot-embedded micro-
phone array, the distance between a speaker and a micro-
phone array is usually further than that of using close-
talk microphones in for example mobile-phone applications.
Due to the long distance, we have to consider spatially-
distributed sound/noise sources other than the target speech.
These sound/noise sources make signal-to-noise ratio low
and degrade the performance of automatic speech recogni-
tion. Moreover, the location, activity, and number of them
are unknown. Robot audition[1] utilizes Sound Source Lo-
calization (SSL) and separation so that it can suppress those
spatially-distributed sound/noise sources and enhance the
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Fig. 1. 1D SSL Result with the Variation of Heights

target signal. Therefore, the performance improvement of
SSL is essential to improve the overall performance.

In consideration of advantages and disadvantages in many
conventional methods on SSL, robot audition mainly utilized
one-dimensional (1D, namely azimuth) SSL by MUltiple
SIgnal Classification (MUSIC[2]) which is well-known high-
resolution SSL working robustly in a real environment [3],
[4], [5]. The 1D SSL for azimuth worked when all the
target sound sources are close to a horizontal plane such
as simultaneous speech recognition of standing speakers[7].

Fig. 1 shows the 1D SSL result of MUSIC for a single
source when the sound source was at 0◦ in azimuth with the
variation of heights. The horizontal and vertical axes show
azimuth and MUSIC spectrum, respectively. The black line
(0.0m) means that the sound source is just on the horizontal
plane, and others are apart from the plane. As seen in
the figure, the resolution of MUSIC is degraded when the
sound source is apart from the horizontal plane, which is an
inevitable problem of 1D SSL. In a real environment, sound
sources are usually distributed in a three-dimensional (3D)
space such as a speaker sitting on a chair, foot step sounds,
etc. Especially in SSL by a robot, robot’s ego-noise such as
motor- and fan-noise is not located on the horizontal plane.
In order to achieve high-resolution SSL for such sounds, 3D
SSL is essential.

Despite the demands on 3D SSL, only a few studied
have been reported using a robot such as a binaural cue
approach[11], classical beamformers[12], [13], MUSIC[15],
[16]. The binaural cue approach [11] has an advantage in
fast operation but assumes that there is only one source
at a time. The classical beamformers [12], [13] achieved
computationally efficient 3D SSL for multiple sources, but
the resolution and noise-robustness is not as high as MUSIC.
On the other hand, 3D SSL based on MUSIC [15], [16] is
computationally restrictive for real-time processing.

Thus, the purpose of this paper is to develop a framework
of 3D SSL by MUSIC achieving both high-resolution and
real-time processing and apply it to a robot. Compared to
1D SSL, 3D SSL mainly has the following problems:
A1) A massive number of Transfer Function (TF) measure-

2013 IEEE/RSJ International Conference on
Intelligent Robots and Systems (IROS)
November 3-7, 2013. Tokyo, Japan

978-1-4673-6357-0/13/$31.00 ©2013 IEEE 3949



ments for microphone array calibration are required for
3D to maintain the spatial resolution sufficiently-high,

A2) The computational cost for searching for sound sources
drastically increases in high-dimensional spaces.

For A1), we introduce trilinear interpolation to our previously
reported Frequency- and Time-Domain Linear Interpolation
(FTDLI)[6]. By this extension, we can generate TFs in a
3D space with desired resolution by a small number of
pre-measured 3D TFs in rough resolution. The interpolated
TFs achieve super-resolution SSL, where the super-resolution
represents the resolution exceeding that of the pre-measured
TFs. Also, interpolation works for reducing the number
of 3D TF measurements, which is time consuming and
normally not a simple task for non-professinals since it
requires the spherical equipment used in common databases
such as common databases [21], [22]. Moreover, FTDLI is
algorithmically inexpensive compared to other state-of-the-
art interpolation [8], [9] and computation [10], so that the
interpolation for massive number of points in a 3D space
can be computed in a sufficiently short time. Thus, FTDLI
is conducted while operating SSL, which is important for the
hierarchical source search described below.

For A2), Ishii et al. proposed to use sufficiently-short
frame size for fast Fourier transform[16]. However, the
short frame size induces low frequency resolution, which
has difficulty in dealing with general sounds. Valin et al.
proposed a hierarchical source search with a spherical grid
[13]. Hoang also proposed square grid search[14]. However,
the resolution of each hierarchy in these methods is fixed
even when having the variation of desired resolution. Thus,
we propose 3D Optimal Hierarchical SSL (OH-SSL) based
on a coarse-to-fine approach [17] as an extension of the
hierarchical source search in [6]. It roughly localizes a sound
source, and consequently it localizes the sound source again
around the estimated location. In [6], we discussed only the
hierarchical algorithm. Since this paper investigates 3D SSL
gaining large computational cost, we additionally determine
solutions for the optimal number of hierarchies and optimal
resolution of each hierarchy that minimize the computational
cost. Different from the conventional methods [13], [14],
OH-SSL dynamically changes the number of hierarchies and
the resolution of each hierarchy depending on the desired
resolution. OH-SSL allows performing 3D super-resolution
SSL in real-time.

II. THREE-DIMENSIONAL FREQUENCY- AND TIME-
DOMAIN LINEAR INTERPOLATION (3D FTDLI)

First, we briefly explain FTDLI for 1D [6].
Let AAA(ω,ψ) = [A1(ω,ψ), . . . ,AM(ω,ψ)]T ∈ CM denote a

TF between a microphone array and a sound source at ψ , in
other words, a steering vector. M, ψ , and ω is the number
of microphones, location of the sound source, and frequency,
respectively. Our objective is to estimate an unknown TF at
ψx, namely AAA(ω,ψx), by interpolating two pre-measured TFs
at ψx and ψx, where ψx < ψx < ψx.

FTDLI is the integration between the phase interpolation
of Frequency Domain Linear Interpolation (FDLI) [19] and
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Fig. 2. Difference of FTDLI between 1D and 3D

the amplitude interpolation of Time Domain Linear Interpo-
lation (TDLI) [20]. The integration procedure is as follows:
B1) Interpolate TFs by FDLI as follows:

Âm[F](ω ,ψx)= (1−Dx)Am(ω,ψx)+DxAm(ω,ψx) , (1)
where Âm[F](ω,ψx) is an interpolated TF of the m-th
microphone at ψx using Am(ω,ψx) and Am(ω,ψx). Dx ∈
R represents an interpolation factor, 0 ≤ Dx ≤ 1.

B2) Interpolate TFs by TDLI as follows:
Âm[T](ω,ψx) = A1−Dx

m (ω,ψx)ADx
m (ω ,ψx) . (2)

B3) Decompose interpolated TFs into phase and gain
Âm[F](ω,ψx) = λm[F] exp(− jωtm[F]) (3)

Âm[T](ω,ψx) = λm[T] exp(− jωtm[T]) (4)

B4) Calculate Âm(ω,ψx) as follows:
Âm(ω,ψx) = λm[T] exp(− jωtm[F]) . (5)

This paper extends the 1D FTDLI to the 3D FTDLI. Let
ψxyz = [ψx,ψy,ψz]

T denote 3D location of a sound source.
We estimate a TF at an unknown 3D location ψxyz, namely
AAA(ω,ψxyz), by interpolating eight pre-measured TFs at ψxyz,
ψxyz, ψxyz, ψxyz, ψxyz, ψxyz, ψxyz, and ψxyz, which are ψx <
ψx < ψx, ψy < ψy < ψy, and ψz < ψz < ψz.

Instead of 1D FDLI, 3D FDLI extends Eq. (1) as follows
using trilinear interpolation:

Âm[F](ω,ψxyz) =
[
1−Dy Dy

][Am(ω,ψxyz) Am(ω,ψxyz)
Am(ω,ψxyz) Am(ω,ψxyz)

][
1−Dx

Dx

]
Âm[F](ω,ψxyz) =

[
1−Dy Dy

][Am(ω,ψxyz) Am(ω,ψxyz)
Am(ω,ψxyz) Am(ω,ψxyz)

][
1−Dx

Dx

]
Âm[F](ω,ψxyz) = (1−Dz)Âm[F](ω,ψxyz)+DzÂm[F](ω,ψxyz) , (6)

where Dx, Dy, and Dz are scalars in 0 ≤ Dx,Dy,Dz ≤ 1.
In the same manner, 3D TDLI extends Eq. (2) as follows:

Âm[T](ω,ψxyz) =A(1−Dx)(1−Dy)(1−Dz)
m (ω,ψxyz)A

(1−Dx)(1−Dy)Dz
m (ω,ψxyz)

A(1−Dx)Dy(1−Dz)
m (ω,ψxyz)A

(1−Dx)DyDz
m (ω,ψxyz)

ADx(1−Dy)(1−Dz)
m (ω,ψxyz)A

Dx(1−Dy)Dz
m (ω,ψxyz)

ADxDy(1−Dz)
m (ω,ψxyz)A

DxDyDz
m (ω,ψxyz) (7)

3D FTDLI integrates Âm[F](ω,ψxyz) in Eq. (6) and
Âm[T](ω,ψxyz) in Eq. (7) by the steps B3) and B4) and obtains
an interpolated TF, denoted as Âm(ω ,ψxyz).

Although this is a straightforward extension, this compu-
tationally inexpensive method allows us to conduct the inter-
polation while operating SSL. This means that the points for
interpolation can be decided dynamically, which is necessary
for OH-SSL described below. Thus, this interpolation method
is suitable for real-time 3D SSL.
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III. THREE-DIMENSIONAL OPTIMAL HIERARCHICAL
SOUND SOURCE LOCALIZATION (OH-SSL)

A. Algorithm of OH-SSL
Since fine TFs are obtained in a 3D space using FTDLI

to achieve 3D super-resolution SSL, its computational cost
becomes expensive. In MUSIC-based SSL algorithms [2],
[18], the spatial spectrum for 3D SSL is determined by

P(ω,ψxyz, f ) =
|ÂAA∗

(ω,ψxyz)ÂAA(ω,ψxyz)|
∑M

m=Ls+1 |ÂAA
∗
(ω,ψxyz)eeem(ω, f )|

, (8)

where ()∗, Ls and f are the conjugate transpose operator,
dimension of subspace for targets and the frame index,
respectively. eeem(ω, f ) is the m-th Eigen vector of a corre-
lation matrix of multichannel signal. For SSL, we integrate
P(ω,ψxyz, f ) over ω , denoted as P̄(ψxyz, f ), and search the
Lsth-largest local maximum points of P̄(ψxyz, f ) with respect
to ψxyz. Let ψ [l]

xyz be the direction that has the l-th largest
P̄(ψxyz, f ), where 1 ≤ l ≤ Ls.

The computational cost for SSL is drastically affected by
a resolution change of ÂAA(ω,ψxyz) because:
C1) Eq. (8) is computed for all ÂAA(ω,ψxyz).
C2) the number of interpolated TFs decides the number of

operations for FTDLI.
Thus, we propose OH-SSL to reduce the computational cost
for C1) and C2). As discussed above, thanks to the low
complexity for FTDLI, we can assume that the computational
cost for C2) is negligible compared to that of C1). Below we
describe OH-SSL for 1D with respect to ψx, and it can be
applied for ψy and ψz in the same manner. We previously
proposed the algorithm [6], and this paper additionally dis-
cusses the optimality in Section III-B, which automatically
determines optimal solutions for the number and resolution
of hierarchies that minimize the total computational cost.

Let ψ [l]
x , K, and dx[k] be ψx of ψ [l]

xyz, the number of
hierarchies, the resolution of the k-th hierarchy for ψx,
respectively. The procedure of OH-SSL is as follows:
D1) Prepare TFs with the resolution dx[k]. If necessary,

interpolate TFs using pre-measured TFs.
D2) Conduct SSL and search peaks of P̄(ψxyz, f ). Let ψ [l]

x[k]
be ψx having the l-th largest P̄(ψxyz, f ).

D3) Take the two closest measured/interpolated ψxyz from
ψ [l]

x[k] in ψx, which are denoted as ψ [l−]
x[k] and ψ [l+]

x[k] .

Suppose ψ [l−]
x[k] < ψ [l]

x[k] < ψ [l+]
x[k] .

D4) Using Âm(ω,ψ [l−]
x[k] ) and Âm(ω ,ψ [l]

x[k]), generate

Âm(ω,ψxyz) between ψ [l−]
x[k] and ψ [l]

x[k] by Eq. (5)
with the resolution of dx[k+1].

D5) Do D4) by using Âm(ω,ψ [l]
x[k]) and Âm(ω,ψ [l+]

x[k] ).
D6) Conduct SSL again only with TFs in D4) and D5) and

search a peak of P̄(ψxyz, f ).
D7) Repeat from D3) to D6) until k increments up to K.
The upper layer is for coarse localization, while the lower
layer provides finer localization. In this sense, SSL with OH-
SSL follows coarse-to-fine [17] localization, giving rough
SSL results first, followed by fine SSL results.
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Fig. 3. Hierarchical Structure of OH-SSL

B. Optimality of OH-SSL

We determine an optimal solutions for K and dx[k] which
minimize the computational cost of C1) and C2). Let cS be
the computational cost for one-point SSL in D6) and cI be
the computational cost for one-point interpolation in D4) and
D5). Fig. 3 shows hierarchical structure for OH-SSL.

For C1), the number of points for SSL in the k-th hierarchy
is 2dk−1

dk
, thus the computational cost is 2dk−1

dk
cS. For C2),

the number of points for interpolation in the k-th hierarchy
is at most 2dk−1

dk
, thus the computational cost in the k-

th hierarchy is at most 2dk−1
dk

cI . As discussed above, since
FTDLI is computationally inexpensive, this cost is assumed
to be negligible, resulting the sum of both C1) and C2)
as g(k) = 2dk−1

dk
cS. Hereinafter, cS = 1/2 for the simplicity.

Hence, the total computational cost is described as follows:

G(K) =
K

∑
k=1

g(k) =
K

∑
k=1

dk−1

dk
(9)

First, the optimality when K = 2 is discussed. In this case,
only d1 is variable. G(2) is minimized when ∂G(2)

∂d1
= 0,

resulting d1 =
√

d0d2. The resulting computational cost in
each hierarchy is g(1) = g(2) =

√
d0/d2. Thus, G(2) is

minimized when the computational cost of each hierarchy
is equal. In the same manner, for K ≥ 3, G(K) is minimized
when the computational cost of each hierarchy is equal.
This can be proven by contradiction that if there is at least
one pair of g(k) and g(k + 1) that minimizes G(K) and
satisfies g(k) 6= g(k + 1), this contradicts to the fact that
∂ (g(k)+g(k+1))

∂dk
= 0 is achieved when g(k) = g(k+1).

Under the condition that g(1) = g(2) = · · ·= g(K), G(K)
is obtained as follows:

G̃(K) = K (d0/dK)
1
K (10)

Next, we obtain the optimal K that minimizes G̃(K). For
this, K satisfying ∂ G̃(K)

∂K = 0 is determined as follows:
∂ G̃(K)

∂K
=

(
d0

dK

) 1
K
(

1− 1
K

log
(

d0

dK

))
= 0 ⇒ K = log

(
d0

dK

)
,

(11)

which is the optimal number of hierarchies to minimize
G(K). Finally, dk with the optimal K is obtained as follows:
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dk = d
K−k

K
0 d

k
K
K (12)

K and dk in Eqs. (11) and (12) are used in D1)-D7).
Hereinafter, K satisfying Eq. (11) is denoted as KO. In the
real application, KO is rounded to unit.

IV. SYSTEM IMPLEMENTATION

Fig. 4 shows the system structure for real-time 3D super-
resolution SSL. As an extension of 1D super-resolution SSL
(See [6] for details), the algorithm for 3D FTDLI and OH-
SSL were added. We used a robot located in a 7m×4m
room, where reverberation time was 0.2 seconds (RT20).
Fig. 5(a) shows the coordinate system for SSL. The robot
faced in the same direction as the x-axis. We have utilized
16 microphones embedded in the robot’s head shown in
Fig. 5(b), which consist of two 8-channel circular micro-
phone arrays with a variation in height. We pre-measured
AAA(ω,ψxyz) cylindrically at every 5◦ in azimuth and every
0.2m in height from -0.4m to 0.4m, which were obtained
by time-stretched pulse recording. With respect to the pre-
measured AAA(ω,ψxyz), we defined ψxyz as a 3D location
in a cylindrical coordinate, where ψx, ψy, and ψz denote
radius, azimuth, and height, respectively (See Fig. 5(a)).
The acoustic signal was sampled with 16kHz and 16bits.
The window and shift length for frequency analysis were
set to 512 and 160 samples, respectively. All the proposed
functions were implemented as modules for robot audition
software HARK [23]. The system worked with a laptop
having a 2.0 GHz Intel Core i7 CPU and 8GB SDRAM.

V. EVALUATION

This section shows the following evaluations:
1) Error of 3D TF interpolation
2) Computational cost of hierarchical source search
3) Application of the proposed SSL for a robot

In 1), we compared the errors of FTDLI, FDLI, and TDLI to
see the validity of integration. In 2), we compared the com-
putational cost of OH-SSL and several other conventional
methods. Finally, we applied the SSL in Fig. 4 to a robot in
a real environment in 3). The evaluation in 1) and 3) focused
on 2D SSL (azimuth and elevation), and 2) was applied for
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ψ z
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z
ψ

:

:
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(a) Coordinates for SSL
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(b) Microphone Array
Fig. 5. Conditions for Experiment

1D hierarchical source search. Notice that the methods in
Sections II and III are applicable for 3D SSL.

A. Error of 3D TF Interpolation Using FTDLI

We evaluated the 3D interpolation errors of FDLI, TDLI,
and FTDLI. To see the general applicability of FTDLI
(considering the robustness against the variations of num-
ber of microphones and the quality of pre-measured TFs),
we evaluated the errors using TFs measured by Nagoya
University[22] first and TFs of our robot afterward.

TFs measured by Nagoya University is widely known as a
2D standard binaural HRTF dataset, recorded by a spherical
HRTF measurement equipment. Thus, we defined ψxyz in a
spherical coordinate, where ψx, ψy, and ψz denote radius,
azimuth, and elevation, respectively.

For the evaluation, we took the difference between
ÂAA(ω,ψxyz) and AAA(ω,ψxyz) with the variation of ψy and ψz
because of the constant ψx=1.2m. We selected ψxyz, ψxyz,
ψxyz, and ψxyz so that the center of the four locations becomes
[ψx,ψy,ψz] = [1.2m,0◦,0◦]. Namely, the four locations are
described as [ψx,ψy,ψz] = [1.2m,±δy,±δz], where δy and
δz are azimuth and elevation utilized as pre-measured TFs,
respectively. The evaluation utilized δy = {15◦,30◦,45◦,60◦}
and δz = {15◦,30◦,45◦}. ÂAA(ω,ψxyz) was estimated at every
5◦ of ψy and ψz. We averaged the estimated errors for ω and
ψxyz. The averaged error, denoted as ē, was calculated as:

ē =
1
iψ

iψ

∑
i=1

1
kh − kl +1

kh

∑
k=kl

f (ω[k],ψxyz[i]) , (13)

where f (ω[k],ψxyz[i]) is the estimation error (defined later)
for specific ψxyz and ω . kl and kh are defined so that the
frequency band 500[Hz] ≤ ω ≤ 2800[Hz] is evaluated. iψ
represents the number of ψxyz we conducted interpolation.
For ψxyz, we utilized all ψxyz of the pre-measured AAA(ω,ψxyz)
in the range of −δy < ψy < δy and −δz < ψz < δz.

We evaluated three kinds of f (ω[k],ψxyz[i]) in Eq. (13),
commonly used in interpolation error evaluation [19], [20].

The first criterion is the normalized inner-product:

f1(ω,ψxyz) =
M

∑
m=1

∣∣∣∣ Am(ω,ψxyz) · Âm(ω,ψxyz)

|Am(ω,ψxyz)||Âm(ω,ψxyz)|
−1

∣∣∣∣ , (14)

which represents Phase Estimation Error (PEE).
The second criterion is Spectral Distortion (SD):

f2(ω,ψxyz) =
M

∑
m=1

∣∣∣∣20log
|Âm(ω,ψxyz)|
|Am(ω,ψxyz)|

∣∣∣∣ , (15)
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(a) PEE : ē1 when δz = 15◦
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(b) PEE : ē1 when δz = 30◦
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(c) PEE : ē1 when δz = 45◦
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(d) SD : ē2 when δz = 15◦
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(e) SD : ē2 when δz = 30◦
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(f) SD : ē2 when δz = 45◦
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(g) SDR : ē3 when δz = 15◦
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(h) SDR : ē3 when δz = 30◦
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(i) SDR : ē3 when δz = 45◦

Fig. 6. Interpolation error of PEE, SD, SDR using Nagoya TF Database[22]
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(a) PEE : ē1 when δz = 0.2m
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(b) SD : ē2 when δz = 0.2m
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(c) SDR : ē3 when δz = 0.2m
Fig. 7. Interpolation error of PEE, SD, SDR using TFs of a robot-embedded microphone array

which shows the amplitude estimation performance.
The third criterion is Signal-to-Distortion Ratio (SDR) 1:

f3(ω,ψxyz) =
M

∑
m=1

|Am(ω ,ψxyz)− Âm(ω,ψxyz)|2

|Am(ω,ψxyz)|2
, (16)

which represents the total estimation performance. Let ē1,
ē2, and ē3 denote ē of PEE, SD, and SDR, respectively.

Fig. 6 shows the comparison of ē1, ē2, and ē3, with the
variation of δz. The horizontal axis shows δy.

As δy and δz increase, the resolution of pre-measured TFs
becomes more coarse, resulting higher errors in interpolation.
FDLI and FTDLI achieved the smallest ē1, and TDLI and
FTDLI achieved the smallest ē2. Finally, FTDLI achieved
the smallest ē3 for the whole range of δy and δz.

In the same manner, we evaluated the pre-measured TFs
of our robot-embedded microphone array. Fig. 7 shows the
comparison of ē1, ē2, and ē3, with δz=0.2m. The horizontal
axis shows δy. The result also confirmed that FTDLI achieved
the smallest interpolation error, confirming the high accuracy
of the proposed method.

B. Computational Cost of OH-SSL
We compared the computational cost of OH-SSL and other

conventional methods to see the efficiency of OH-SSL. As
discussed in Section III, we calculated the processing time
for D1)-D7) with the change of the desired resolution of SSL,
dx[K]. To see the validity of OH-SSL, we have measured the
processing time of the following four methods and compared
them towards the processing time of OH-SSL. The first
method, described as H1, is the searching without hierar-
chical algorithm. The second and third methods, described

1We have inverted the original SDR discussed in [19] since it shows the
best estimation performance with f (ω,ψxyz) = 0.

TABLE I
COMPARISON OF COMPUTATIONAL COST

Condition Comp. cost rate against OH-SSL
dx[K] dx[0] H1/OS H2/OS H3/OS SG/OS
10.0 360.0 4.5 1.4 1.1 1.4
1.0 360.0 30.0 3.0 1.8 1.4
0.1 360.0 225.0 7.5 2.8 1.6

as H2 and H3, used two and three hierarchies every time,
respectively. The resolution of each hierarchy in H2 and
H3 was determined based on Eq. (12). The fourth method
is the spherical grid[13], described as SG. The number of
hierarchies in SG was determined so that the resolution of
the grid can satisfy finer resolution than dx[K]. In OH-SSL,
denoted as OH, the resolution and number of hierarchies
were determined based on Eqs. (11) and (12), respectively.

Tables I shows the result. We evaluated the processing time
ratio of H1, H2, H3, and SG towards OH, denoted as H1/OH,
H2/OH, H3/OH, and SG/OH, respectively. Therefore, the
value larger than one means that the computational cost is
more expensive than that of OH. The result showed:

• All the ratios were larger than one, implying that the
computational cost of OH is less than that of others,

• The ratios had larger values for finer dx[K], meaning that
OH-SSL is efficient for super-resolution SSL,

which successfully confirmed the validity of OH-SSL.

C. Applicability of the proposed methods to SSL for a robot

The error in estimating location toward a moving sound
source with/without interpolation was investigated. We focus
on SSL of a single sound source by recording a moving white
noise source. Three TF conditions were compared:

1) Pre-measured TFs at 5◦ azimuth intervals and 0.2m
height intervals (Fine TFs),
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Fig. 8. Trajectory of the 3D Localization

2) Pre-measured TFs at 30◦ azimuth intervals and 0.4m
height intervals (Rough TFs),

3) Interpolated TFs at 5◦ azimuth intervals and 0.01m
height intervals using 2) (FTDLI).

The sound source was localized by an ultrasonic zone
positioning system as a ground truth. Fig. 8 shows the
comparison. The x-, y-, and z-axes show time, azimuth, and
elevation of the sound source, respectively. The red-, blue-,
gray-, and black-lines show ground truth, the result of 1),
2), and 3), respectively. Since the gray-line used roughly
pre-measured TFs, the line shows many fragmentations.
The line was also far from the ground truth because of
the low resolution, and the averaged angle error between
estimated location and ground truth, denoted as ēψ , was
ēψ = 10.5◦. The blue-line continuously localized the sound
source using fine TFs. However, it had some variability
because the resolution of height was not sufficient for the
sound source motion, and ēψ = 7.2◦. On the other hand, the
black-line performed both continuous and stable localization
using FTDLI, and ēψ = 6.5◦. We also measured averaged
processing time for SSL with/without OH-SSL when using
TFs at 5◦ azimuth intervals and 0.01m height intervals. The
processing time with and without OH-SSL was 0.028[sec]
and 1.073[sec], respectively, which successfully showed the
drastic computational cost reduction by approximately 97%.
Finally, the result showed:

• 3D FTDLI achieved super-resolution SSL working bet-
ter than pre-measured TFs,

• OH-SSL reduced computational cost drastically,
which confirmed the validity of the proposed techniques.

VI. CONCLUSION

This paper investigated a 3D SSL for a robot. Because
the SSL should work in real-time with a sufficiently high
accuracy, we focused on two issues: the resolution of SSL
should be sufficiently high for a 3D space, the computational
cost for 3D sound source search should be in real-time. For
the first issue, we proposed 3D FTDLI which interpolates
roughly-pre-measured TFs and generates fine TFs in a 3D
space. For the second issue, we proposed OH-SSL which
optimally minimizes the computational cost for searching for
sound sources. The evaluation showed: 1) 3D FTDLI showed

a better interpolation performance compared to the existing
methods and provided super-resolution 3D SSL, 2) OH-SSL
drastically reduced the computational cost by 97%.

Finally the proposed functions were integrated into real-
time super-resolution 3D SSL. The application showed that
3D FTDLI and OH-SSL performed even better continuous
and stable localization than that of finely-pre-measured TFs,
which confirmed the validity of the proposed techniques.

Our future study will be the performance evaluation with
multiple sound sources and the integration of 3D SSL with
visually-obtained localization results and the construction of
a robust localization system for robots in a real environment.
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