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Abstract— This paper develops a learning control algorithm
adapting the reference point and force to interact with an object
of unknown geometry and elasticity. The controller is inspired
by neuroscience studies that investigated the neural mechanisms
when human adapt to virtual objects of different properties.
The learning control algorithm estimates the shape and stiffness
of the given object while maintaining a specified contact force
with the environment. Simulations demonstrate the efficiency
of the algorithm to identify the geometry and impedance of
an unknown object without requiring force sensing. These
properties are attractive for robotic haptic exploration with
little demand on the sensing.

I. INTRODUCTION

Human beings are able to estimate the shape and texture
of arbitrary objects using haptic exploration with the hand
(Fig. 1). In contrast, robotic control schemes are designed
for specific tasks. Although many tasks such as polishing
or carving require to explore the contact surface, only few
works have been devoted to haptic exploration. Surface
exploration geometry is performed using only haptics [1],
[2], [3], [4], [5] or additionally aided by vision [6], [7].
These techniques aim either to reconstruct an object 3D
geometry[8], [9], [10] or to determine its texture [11] using
dedicated tactile or force sensors [12], [13] and applying
little contact force. However, tasks requiring a mechanical
interaction such as polishing or carving require the ap-
plication of relatively large force on the surface, usually
involving penetration of the object’s surface, and vision is
of little help to determine the irregularities and variations
of the surface. In this context, we introduce here a versatile
controller that is able to maintain a significant force on the
object, and to detect an object’s properties like stiffness and
shape/boundary without requiring any force sensor.

Three main approaches have been developed to control the
interaction of robots with the environment:

• The hybrid force/position control process [14], [15] is
divided between contact and noncontact phases, with
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Fig. 1. Human’s haptic exploration of an object (from
http://lims.mech.northwestern.edu/projects/fingertip/index.html).

transitions requiring accurate model of the contact sur-
face, while inaccurate detection of position or timing
will lead to jerky transitions.

• Impedance/admittance control [16] does not attempt to
track desired motion or force but rather to regulate the
dynamics between them by using a target impedance
model. However, in the case of a large obstacle, the
force against the surface will grow with the distance to
the reference trajectory, which may damage the object
or the robot.

• Parallel force/position control [17] was developed to
avoid these problems, in which the force control loop
is designed to prevail over the position control loop.
However, this strategy still requires knowledge of the
geometry of the surface on which the force has to be
exerted.

These conventional controllers can be used to perform
well defined tasks in a known environment. For example,
drilling may be achieved by impedance control with carefully
tuned impedance parameters, and polishing of an object
with known geometry may be achieved using hybrid control
by controlling position tangential to the surface and force
normal to it. However these strategies may fail when little a
priori knowledge of the task or of the environment/external
object is available.

In contrast, humans can interact with various kinds of
objects or new dynamic environments even without using
vision. This has motivated the study of how humans interact
with a novel virtual force field generated by a robotic
interface [18], [19], [20]. In a series of studies, e.g. [19],
[21], we have shown that the human central nervous system
(CNS) selectively adapts muscles activation to maintain the
same stability margin in stable or unstable interactions as in
free movements. The human CNS adapts endpoint force and
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mechanical impedance as has been described in [22], which
gave rise to a novel robotic adaptive controller analysed and
demonstrated in [23].

In a recent experiment [20] observed how human subjects
differently adapt the control to interact with objects of dif-
ferent stiffnesses. The CNS compensates for the interaction
force with a compliant object, but it adapts the reference
trajectory to go around a stiff object and avoid excessive
force. This trajectory adaptation has been modelled in [24],
however the control scheme required force sensing (while
many generic robot platforms are not equipped with force
sensors), and feedforward force was not adapted.

In [25], we implemented reference adaptation without
using force measurement and applied our algorithm to haptic
surface detection. However, no mathematical analysis of this
algorithm was provided in these papers. Furthermore, the
algorithm focused on adaptation of the robot impedance
along the motion and assumed an object elasticity. In the
present paper, we develop an algorithm for the adaptation of
force and trajectory that can control the interaction force and
identify the environment geometry and elasticity in one de-
gree of freedom, analyse it mathematically and demonstrate
it in simulations.

II. CONTROLLER

Consider a non-redundant robot with n joint variables q ∈
Rn with R denoting the set of real numbers. The end effector
of the robot moves in the 6 degree of freedom (DOFs)
Cartesian space and its position is denoted by x ∈ R6. The
forward kinematics is a mapping between q in joint space and
x in Cartesian space, which can be described by a nonlinear
function x = φ(q). Differentiating x = φ(q) with respect to
time yields

ẋ = J(q)q̇ , ẍ = J(q)q̈ + J̇(q)q̇ , (1)

where J(q) =
(
∂φi

∂qj
(q)
)
∈ Rm×n is the Jacobian matrix.

We assume the robot dynamics can be described by the rigid
body dynamics model as follows:

M(q)q̈ +N(q, q̇) = τ − JT (q)fI (2)

where M(q) is the (symmetric, positive definite) mass ma-
trix, N(q, q̇) is the nonlinear term representing the joint
torque vector due to the centrifugal, Coriolis, gravitational
and friction forces, τ is the vector of joint torques, and fI
is the force applied by the end effector on the environment.

Since the task of haptic exploration is defined in the opera-
tional Cartesian space, we transfer the above dynamics (2) to
the operational Cartesian space. To do so, by considering the
kinematics (1) and dynamics (2), we obtain the manipulator
dynamics in the Cartesian space as

Mx(q) ẍ+Nx(q, q̇) = f − fI (3)

where Mx(q) = J−T (q)M(q)J−1(q) is also symmet-
ric and positive definite, Nx(q, q̇) = J−T (q)(N(q, q̇) −
M(q)J−1(q)J̇(q)q̇), and f = J−T (q)τ , which is the force
(in fact, the wrench) applied on the end effector in the

Cartesian space corresponding to the joint torque τ . As the
motor torque at each joint can be obtained by τ = JT f , in
the rest of the paper we simply regard f as control input.

To drive the robot end effector on a given reference point
(pose, i.e. position and orientation) xr ∈ R6, a simple
controller

f = Nx − Cr ẋ−Kr(x− xr) (4)

could be employed with positive diagonal matrices Cr and
Kr as reference damping and reference stiffness, respec-
tively, which guarantees that x→ xr. To maintain a contact
force between robot end effector and the object, we add a
feedforward force term in the above controller:

f = Nx − Cr ẋ−Kr(x− xr) + fr (5)

where fr is the reference force to be applied on the object
by the end effector. Substitution of controller (5) into robot
dynamics (3) yields

Mx(q) ẍ+ Cr ẋ+Kr(x− xr) = fr − fI . (6)

Fig. 2. Robot end effector’s interaction with and exploration of an
unknown object.

III. ADAPTATION AND LEARNING

To simplify the exposition, we assume below that the robot
end effector moves and interacts with objects only in the
x direction of the Cartesian space as illustrated in Fig. 2.
However the algorithms can be developed in the same way in
the three axes x, y and z. Assume that the values of Cr ∈ R,
Kr ∈ R and initial reference point xt ∈ R are well chosen
such that the end effector smoothly approaches and then
presses the unknown object without breaking it. Damping Cr
is chosen to avoid excessive speed and to bounce back, and
stiffness Kr to generate a compliant driving force together
with reference xr which is initially equals to xt and inside
the object boundary. We denote the position at which the
robot end effector first touches the object in a trial as xb
and the object’s stiffness as Ko, then the elastic response to
robot end effector’s pressure is

fI = Ko(x− xb) (7)
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when the end effect is in contact with the object. Combining
(6) and (7) yields the closed-loop dynamics during contact:

Mx(q) ẍ+ Cr ẋ+Kr(x− xr) +Ko(x− xb) = fr (8)

Considering that Mx(q), Cr, Kr and Ko are all positive, the
dynamics in the above equation is stable.

A. Adaptation of reference position and force

We consider for each trial a finite time T , which is
sufficiently large such that at instant T the robot end effect
has reached the equilibrium point x∗ interacting with the
object, and at the equilibrium point we should have

Ko(x∗ − xb) = −Kr(x∗ − xr) + fr (9)

Denoting e = x∗ − xr, we propose the following adaptation
law of reference point xr from trial i to i+ 1:

x1r = xt , i = 1, 2, 3, . . . (10)
xi+1
r = xir + αiei + (1− αi)(xt − xir) if ei ≤ 0

xi+1
r = xir + (1− αi)(xt − xir) otherwise , (11)

where 0 < αi < 1 is a compliance factor. The larger it is
the more the reference point would change to be compliant
to the object while the smaller it is the less the reference
point would adapt and thus the robot appears to be less
compliant and sticks to the last reference point. The human
motor control experiment in [20] revealed that when human
subjects interacting with a compliant/soft object, they use a
compensatory response tending to reach the reference in free
movement, while when the object is stiff they will modify
the reference to follow the object’s border. This observation
inspires us to choose the compliance factor αi in accordance
to the estimation of the object stiffness as will be defined
later in Equ.(20).

When ei is larger than zero, in other words, the robot end
effector is beyond the reference set point, either there is extra
feedforward force or the object stiffness is reduced, e.g., the
object has been removed or replaced with a softer object. In
the former case, feedforward force is reduced as in Equ.(12)
while in the latter case, xr is adapted back to the original
reference point, e.g., when the object is removed, the robot
end effector should tend to restore back.

From (9) we see that the contact force at the equilibrium of
ith trial is f iI = −Kre

i+f ir. In order to maintain the contact
force fI unchanged, then the increase or decrease of fr
should be compensated by the decrease or increase of Kre.
This inspires the following adaptation law of feedforward
force:

f1r = f0 , i = 1, 2, 3, . . . (12)
f i+1
r = f ir +Kr(e

i − ei−1) + βi(f0 − f ir) if ei ≤ 0

f i+1
r = f ir + βi(f0 − f ir) otherwise , (13)

where 0 < βi < 1 is a relaxation factor which tends to
push fr back to the value of f0, the default contact force.
When a human holds an object with high stiffness such as
a glass, s/he has to carefully control the contact force in
order to prevent dropping it, while when the object is elastic

such that it is easier to hold s/he can relax the applied force.
Therefore, we should set this relaxation factor such that the
larger the objective stiffness is, the smaller it should be, as
will be defined in (20).

B. Learning the object elasticity

In this section we derive algorithms to estimate the object’s
stiffness Ko and its border xb. For convenience we set

θ1 ≡
Kr

Ko
, θ2 ≡ xb . (14)

At the end of each trial, assuming that equilibrium has been
rearched, we see from (9) that

xi∗
xi∗ − xir

− θ2
xi∗ − xr

= θ1

(
f ir

Kr(xi∗ − xir)
− 1

)
Let us set si ≡ xi

∗
xi
∗−xi

r
, φi1 ≡

fi
r

Kr(xi
∗−xi

r)
−1 and φi2 ≡ 1

xi
∗−xi

r

to simplify the presentation of the above equation as:

si = θ1φ
i
1 + θ2φ

i
2 ≡ ΘTΦi (15)

with Θ ≡ (θ1, θ2)T and Φ ≡ (φ1, φ2)T .
As Equ.(15) is linear in the parameters, an estimator such

as gradient descent or the recursive least square method can
be used to estimate θ1 and θ2. For fast convergence, we
employ the following weighted least square (WLS) [26]:

Θ̂i+1 = Θ̂i + Li(si+1 − Θ̂iTΦi)

Li =
P iΦi

ωi
−1

+ Φi
T
P iΦi

(16)

P i+1 = P i − P iΦiΦiTP i

ωi
−1

+ Φi
T
P iΦi

i = 1, 2, 3, . . .

where Θ̂i = (θ̂i1, θ̂
i
2)T is the estimate of Θ. The estimates of

Ko and xb at the ith trial (denoted as K̂i
o and x̂ib) are thus

K̂i
o ≡

Kr

θ̂i1
, x̂ib ≡ θ̂i2, if ei ≤ 0 . (17)

Mathematically, Θ̂0, the initial estimate of Θ can be chosen
arbitrarily, we take simply K̂1

o = K̂0
o = K̄o and x̂b = xs,

where K̄o is the largest possible object stiffness and xs is
the initial position of robot end effector. In haptic exploration
without vision, one can conservatively assume that the object
is hard and large before planning out motion in order to avoid
excessive bouncing force or breaking it when touching it.
When ei > 0, we can assume that the object is removed
or has been changed (if neither of these cases happens, but
there just is extra feedforward force, then (12) will reduce
the fr such that ei will be nonpositive again) so

K̂i
o ≡ βiKi−1

o , x̂ib ≡ αix̂i−1
b + (1− αi)xt if ei > 0 (18)

The initial value of P in (16) can be simply chosen
as P 0 = I with I the identity matrix, and the weighting
sequence ωi is given by

ωi =
1

log1+δ(1 +
∑i

0 ‖Φi‖2)
(19)
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such that the convergence of Θ̂i is guaranteed even in the
presence of a large amplitude random noise.

Using the estimate of Ko available, we can now turn to
the problem of defining the values of compliance factor αi
and relaxation factor βi in (10) and (12), respectively. We
choose these factors as:

αi = λ
K̂o

K̄o
, βi = 1− αi (20)

with λ a constant to be specified by the user.

IV. SIMULATIONS

To verify the effectiveness of the proposed control
algorithm, we carried out simulations (using the MAT-
LAB/SIMULINK robotics toolbox of [27]). We simulated
the interaction of one arm with an object, and the grasping
of an object with two arms, with manipulators moving in the
x− y plane (Fig.3).

Fig. 3. Robot model in SIMULINK used in our simulations. Only
the right arm is used for the first simulation.

Using the abbreviation s12 = sin(q1 +q2), c12 = cos(q1 +
q2), c1 = cos(q1), s1 = sin(q1), s2 = sin(q2), and c2 =
cos(q2), we specify the kinematics and dynamics of the robot
as follows:

J(q) =

[
−(l1s1 + l2s12) −l2s12
l1c1 + l2c12 l2c12

]
(21)

and

M(q) =

[
M11 M12

M21 M22

]
, N(q, q̇) =

[
C11 C12

C21 C22

]
(22)

where M11 = m1l
2
c1 + m2(l21 + l2c2 + 2l1lc2c2) + I1 + I2,

M12 = M21 = m2(l2c2 + l1lc2c2) + I2, M22 = m2l
2
c2 + I2,

C11 = −m2l1lc2s2q̇2, C12 = −m2l1lc2s2(q̇1 + q̇2), C21 =
m2l1lc2s2q̇1, C22 = 0, where mi, li, Ii, lci, i = 1, 2
represent the mass, length, inertia about the z-axis that comes
out of the page passing through the center of mass, and the
distance from the previous joint to the center of mass of link
i, respectively. We set m1 = m2 = 10.0kg, l1 = l2 = 1.0m,
I1 = I2 = 0.83kgm2, lc1 = lc2 = 0.5m. Adaptive control
is implemented on the x-axis with Cr = 70Ns/m and
Kr = 20N/m while a position is maintained on the y-axis.
The duration for each trial is set as T = 30s, the default
feedforward force is set as F0 = 0N and the largest possible
object stiffness as K̄o = 500N/m.

A. Unimanual control and identification

Fig. 4. Unimanual control and haptic identification.

The setup of unimanual control simulation experiment is
shown in Fig.(4). The object is a disk with center (1.5, 0)m
and radius 0.5m. The robot is position controlled to move
along the y-axis at point A, then B and C. The stiffness
of the circle object along normal direction is 100N/m and
then the x-axis stiffness at A, B and C is 70.7107N/m,
100N/m, and 86.6025N/m, respectively. The border point
at A, B and C is 1.1464m, 1.0m and 1.0670m, respectively.
At each of these three positions, the robot has 20 trials for
exploration.

B. Bimanual control and identification

Fig. 5. Bimanual control and haptic identification.

The setup of the bimanual control simulation experiment
is shown in Fig.5. The two robot arms are controlled to
move along the x-axis, from outside to inside, while the
three circular objects will be put in between the arms one by
one in a sequence. When the object is in between the two
arms, the center of the circle is at (1.5, 0)m, and the initial
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reference point is set as xt = 0. The radius and the stiffness
of the three objects are (0.5m, 200N/m), (0.8m, 100N/m)
and (0.3m, 150N/m), respectively. The border point of these
three objects are 1.0m, 0.7m and 1.2m, respectively.

The simulation results are shown in Fig.6 and Fig. 7. The
first two panels in each figure show the identification of xb
and Ko and the last the contact force at the end of each
trial, which is the force that the robot end effector applied
on the object at the equilibrium. From Equ.(9), this force fc
can calculated as fc = fr +Kr(xr−x∗). For the unimanual
experiment, the four stages for points A, B, C and empty
objects are shown in lines of red circle, blue star, green circle
and red star, respectively. For the bimanual experiment, the
three stages correspond to identification of the three objects
are shown in lines of red circle, blue star and green circle,
respectively. We see that the estimated object stiffness Ko

and geometric border point xb match well with the true value,
even in the presence of switch of robot end effector contact
point and object. When the external object is removed, i.e.,
in stage 4 of case (i), the algorithm is able to identify zero
object stiffness in the absence of interaction with the object.

V. CONCLUSION

This paper developed a biomimetic learning control algo-
rithm for the interaction of a robot with objects of unknown
geometry and mechanical properties. This adaptive algorithm
can maintain a nearly constant contact force, while identi-
fying the object geometry and stiffness during interaction.
Interestingly, this is obtained without requiring measurement
of the contact force (thus not requiring an expensive force
sensor), by relying on a novel observer and on a good
calibration of the robot force. Simple simulations of one
degrees of freedom movements demonstrated the efficiency
of this novel adaptive controller, while the extension to
the multidimensional case and its implementation will be
reported in our subsequent work. This controller shows sim-
ilar adaptation as observed in humans adapting to unknown
(virtual) objects [20] and may thus be used as a model of
this adaptation.
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