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Abstract— We are interested in the multiple robot surveil-
lance problem where robots must allocate waypoints to be
visited among themselves and plan paths through different
waypoints while avoiding obstacles. Furthermore, the robots are
allocated specific times to reach their respective goal locations
and as a result they have to decide which robots have to
visit which waypoints. Such a problem has the challenge of
computing the allocation of waypoints across robots, ordering
for these waypoints and dynamical feasibility of the paths
between waypoints. We present an algorithm that runs a series
of graph searches to solve the problem and provide theoretical
analysis that our approach yields an optimal solution. We
present simulated results as well as experiments on two UAVs
that validate the capability of our algorithm. For a single robot,
we can solve instances having 10-15 waypoints and for multiple
robots, instances having five robots and 10 waypoints can be
solved.

I. INTRODUCTION

Consider multiple robots available at different locations
that are needed to visit a number of waypoints for recon-
naissance. Each waypoint can be visited at most once and
because each robot has limited fuel/flight-time capabilities,
it may not be possible to visit all waypoints. This is an
example of Opportunistic Surveillance and also known as the
Team Orienteering Problem (TOP) in which multiple robots
are required to maximize the number of waypoints visited,
subject to an upper bound on the total length (or time) of
travel for each robot. The Orienteering Problem (OP) is the
single robot version of the TOP.

An example of the problem with three robots with their
corresponding goals and six waypoints that the robots must
visit is shown in Figure 1a. The black areas indicate obstacles
or no-fly zones. The planner has to decide which waypoints
can be visited by which robots while proceeding to and
reaching their respective goal locations within their given
time limits. Thus, the problem has three computational
challenges: computing the allocation of waypoints across
all robots, computing the order of visiting waypoints for
each robot and computing paths between any two pairs of
waypoints. Typical existing approaches assume the costs of
transitions between waypoints are known and do not address
the dynamic constraints of the robots [1]. However, the time
to compute the actual transitions can be significant if there
are dynamic constraints such as constraints on the minimum
turning radii of the robots. In this paper, we propose an
approach that folds the computations of transitions into the

(a) Environment with three robots
and six waypoints to be visited.

(b) Planned paths satisfying start
and goal constraints ensuring max-
imum waypoints are visited.

Fig. 1: Environment with three robots and six waypoints.

process of solving the TOP itself. To address the computa-
tional challenges, we formulate the problem as a three-tier
graph search algorithm. In particular, the algorithm solves
waypoints allocation across robots, ordering of the waypoints
for each robot and path planning problem all simultaneously
while providing rigorous guarantees on completeness and
optimality. By interleaving the search across all the three
levels we are able to make it scalable for up to five robots and
ten waypoints. Figure 1b shows the output of our algorithm
for the example given in Figure 1a. Two robots cover two
waypoints each within its alloted time while one robot covers
none. All of these generated paths respect the minimum
turning radius constraints of the robots. In particular these
paths are curves in three dimensional space parameterized
by coordinates {x,y,θ}. The paper describes the algorithm,
analyzes its properties and presents experimental evaluation
in simulation and on a team of two physical fixed-wing aerial
vehicles.

II. RELATED WORK

The Orienteering Problem (OP) and the Team Orienteer-
ing Problem (TOP) are extensively studied in the Opera-
tions Research community. The OP is also known as the
Selective Traveling Salesman Problem (STSP), Maximum
Collection Problem, Bank Robber Problem, Prize Collecting
TSP, among other problems. A detailed survey of the existing
OP and TOP literature is given in [1].

The OP is NP-hard [2] and only a few exact algorithms
have been proposed. With the Branch-and-Bound approach,
problems up to 150 locations have been solved [3], [4].
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Instances up to 500 locations can be solved optimally with
the Branch-and-Cut approach proposed in [5], [6].

Most of the OP research has mainly focused on heuristic
approaches. A stochastic (S-Algorithm) and a deterministic
algorithm (D-Algorithm) is proposed in [7]. A center-of-
gravity heuristic is developed in [2], [8] and five step
heuristic is introduced in [9]. More heuristic algorithms have
been developed to solve the OP [10], [11], [12], [13], [14],
[15].

An exact algorithm to solve the TOP based on column
generation is presented in [16]. A branch-and-price approach
to solve problems with 2-4 team members and up to 100
locations is proposed in [17].

The first published TOP heuristic was developed in [18]
and resembles the five-step heuristic for the OP. A tabu
search heuristic procedure is developed in [19]. Two variants
of a tabu search heuristic and a slow and fast Variable
Neighbourhood Search (VNS) algorithm is given in [20].
Four variants of an ant colony optimization approach for the
TOP is developed in [21]. More recent heuristics approaches
are given in [22], [23], [24].

In all of the above work the costs of transitions between
waypoints are assumed to be given. However, computing
paths that take dynamic constraints of the robots can be
expensive. In fact, we cannot assume that we can plan
optimal paths between all pairs of waypoints for every robot.
In our work, we do not assume the costs of transitions are
given and compute them on the fly instead. Our algorithm
optimizes the overall planning time by interleaving the search
for optimal waypoint assignment, ordering of the waypoints
and planning dynamically feasible paths between waypoints.

Our approach is also related to [25] in the sense that
this work also uses multi-level graph search for a multi-
agent team of robots. Their approach guarantees optimality
only under certain conditions though while we guarantee
optimality under all conditions.

III. ALGORITHM

A. Problem Formulation

We assume we are given N robots with corresponding start
and goal coordinates Si and Gi respectively, 1≤ i≤ N.

Additionally, we are given M waypoints Wj, 1≤ j≤M of
interest. The robot start and goal locations and the waypoint
locations are given by coordinates {x,y,θ}. Each of the N
robots has to travel from Si to Gi within the alloted time
TMAXi . The goal of the planner is to compute N dynamically
feasible paths πi that cover as many waypoints as possible
and minimize the cumulative cost ∑

N
i=1 c(πi) with a constraint

that c(πi)≤ TMAXi∀πi. We assume the cost c(πi) is the time
it takes to traverse πi.

B. Overview of the approach

Our approach is based on a graph-based representation.
We construct and search for a solution three levels of graphs:
a top level graph GT , mid level graph GM and a low level
graph GL. Figure 2 shows the three graph levels. The graph
GT encodes which waypoints have to be assigned to which

Fig. 2: Overview of the approach showing the three levels of representation.

robot. Each edge in this graph GT corresponds to assigning
an additional waypoint to a robot. Given a single robot Ri,
the mid level graph GMi represents the maximum number of
waypoints that can be covered within the time limit TMAXi .
Each edge in the graph GMi corresponds to moving from
one waypoint to another. The cost of the edge is found by
searching the graph GL. Finally, the graph GL represents the
problem of finding a least-cost path that corresponds to going
from one waypoint to another while avoiding obstacles, given
the dynamic constraints of the robot. A detailed description
of the construction of the three graphs is given in Section III-
C.

The three graphs are constructed on the fly as the search
progresses. The search interleaves searching the top level, the
mid level and the low level graph. Such interleaving helps
to focus the search efforts of the low level search on the
problems that are relevant to the mid level search and focus
the mid level search to the problems that are relevant to the
top level search. Another advantage of breaking down the
search into three graphs is that the solutions can be reused
and the overall memory footprint of the search is smaller.
The graph search itself is described in Section III-D.

C. Three level graph representation of the problem

1) Graph GT : Each node q ∈V (GT ) is defined as {β}, a
vector of M elements where M is the number of waypoints.
Each element represents a robot assigned to the correspond-
ing waypoint. For example, if M = 3 and N = 2, the node
q = {(2,1,2)} represents that the waypoints W1 and W3 are
assigned to robot R2 while W2 is assigned to robot R1. 0
represents an unassigned waypoint. The start node is always
qstart = {(0,0, · · ·)}, none of the waypoints are assigned.

Each edge in GT corresponds to assigning a single way-
point, the first waypoint that is still unassigned, to one of
the robots. We use succ(q) to denote the set of successor
states of the state q ∈V (GT ). For example, consider M = 3,
N = 2, q= {(0,0,1)}, and q,q1,q2,q3,q4 ∈V (GT ). The valid
successors of q are q1 = {(0,1,1)} and q2 = {(0,2,1)}, while
q3 = {(1,0,1)} and q4 = {(2,0,1)} are not successors of q,
i.e. q1,q2 ∈ succ(q), while q3,q4 /∈ succ(q). Figure 3a shows
an example of a top level graph transitions with N = 2 and
M = 2.

The cost of the transition from one state to another in
GT corresponds to the cost of the least-cost path obtained
from the mid level graph GM . Since q and q′ only differ
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by a single element, the corresponding cost is the cost of
assigning an additional waypoint to the robot. If q = {β},
q′ = {β ′}, q′ ∈ succ(q) and the ith robot is assigned from
q to q′, then c(q,q′) = c∗q′(nSi ,nGi)− c∗q(nSi ,nGi). Here nSi

and nGi represent the mid level start and goal state for the
ith robot and c∗q′(nSi ,nGi) represents the cost of optimal path
in GM with waypoints available for the ith robot according
to the node q′. Similarly, c∗q(nSi ,nGi) represents the cost of
optimal path in GM with waypoints available for the ith
robot according to the node q. Since q is a predecessor state,
this cost is already known. As explained in the Section III-
D.1, an optimal path through GT corresponds to an optimal
assignment of the waypoints to the robots. Let k be the total
number of unvisited waypoints across all agents in q′. If
q′ = qgoal , we add a cost k×PT in addition to the transition
cost c(q,qgoal), where PT = ∑

N
i=1 TMAXi +1 is the penalty for

not visiting each waypoint. The section III-D.1 explains the
choice of such penalty.

c(q,q′) =

{
c∗q′(nSi ,nGi)− c∗q(nSi ,nGi), q′ 6= qgoal

c∗q′(nSi ,nGi)− c∗q(nSi ,nGi)+ k×PT , otherwise
(1)

2) Graph GM: The graph GM encodes the path for a single
robot that goes through as many waypoints as possible that
were assigned to it while minimizing time. Each node n ∈
V (GM) is defined as {α,Ω}, α is a vector of M bits where
a 0 bit indicates the corresponding waypoint is unvisited and
1 bit indicates it is visited. Ω is the index of the waypoint
where the robot is currently at.

In our approach at the mid level, the planner needs to
know the waypoints that have been visited, the current robot
location and the time taken to reach the location. We use a
model very similar to one that is presented in [25]. To model
the waypoints visited and to have a search graph we use a
state coordinate called α which is a variable that represents a
binary number consisting of M bits (for M waypoints). Each
bit indicates whether the corresponding waypoint has been
visited or not. Similar to [25], for notational convenience we
define a function B such that α = BM(P1,P2, · · · ,Pk) is a M-
bit long binary number with 1’s at positions P1,P2, · · · ,Pk,
and 0’s at the rest of the positions. Thus, B5(2,4,5) = 11010
and B3(1) = 001. BM(P1,P2, · · · ,Pk) represents the state in
which only the waypoints P1,P2, · · · ,Pk have been visited.
Since at the start location no waypoints are visited, αstart =
BM(). For the goal state, αgoal is not unique because the
number of waypoints visited can be anything from 0 to M.
If all the waypoints have been visited αgoal =BM(1,2, ...,M),

(a) Top level graph GT with two robots,
two waypoints and state transitions.

(b) Mid level graph GM with two
waypoints and state transitions.

Fig. 3: Top level and mid level graphs.

if none are visited αgoal = BM().
Consider B5(2,4,5). This function does not provide infor-

mation on the current location of the robot. It just tells us
that waypoints 2, 4 and 5 have been covered. In order to
model the current location of the robot and to have a unique
goal state, an additional parameter is required. We use a state
coordinate Ω to represent the current location of the robot.
Ω can be a start location denoted by Ω = 0, a goal location
denoted by Ω = M + 1 or any waypoint location Wj given
as Ω = j, where 1 ≤ j ≤ M. Thus each node n ∈ V (GMi)
is represented as {α , Ω}. If M = 5, n = {B5(2,4,5),4}
represents that the robot has covered waypoints 2, 4, 5 and
its current location is 4. Note, n1 = {B5(2,4,5),4} is similar
to n2 = {B5(4,2,5),4} as the order of visiting the waypoints
does not matter.

Since only one waypoint is visited at a time, any two
vertices in GM are connected iff they only differ by a single
bit in α . The edge direction is from a vertex with a lower
value of α to that of a higher value and different α . We
use succ(n) to denote the set of successor states of state
n ∈ V (GM). If, for example, M = 3, and n = {B3(1),1},
the valid transitions from n are n1 = {B3(2,1),2} and n2 =
{B3(3,1),3}, while n3 = {B3(2),2} and n4 = {B3(2,1),1}
are invalid transitions i.e. n1,n2 ∈ succ(n) while n3,n4 /∈
succ(n), where n,n1,n2,n3,n4 ∈V (GM). Figure 3b shows an
example of a mid level graph transitions with M = 2.

In the mid level graph, if n = {α,Ω}, n′ = {α ′,Ω′}
and n′ ∈ succ(n) then c(n,n′) = c∗(sΩ,s′Ω′). sΩ and s′

Ω′

represent the low level state of the two waypoints corre-
sponding to Ω and Ω′. Thus, the cost of the transition
from one state to another in GM is the cost of the least-
cost path obtained from the low level graph GL. Every
state where Ω = M + 1 is considered to be a goal i.e. a
robot is allowed at any point to go directly to its goal
location. If n′ = ngoal we define c(n,ngoal) = c∗(sΩ,s′Ω′) +
(Number of waypoints not visited in n)× PM , where PM =
TMAX +1 is the penalty for not visiting each waypoint. This
guarantees that the optimal path through GM corresponds
to visiting as many waypoints as possible within TMAX and
spending minimum amount of time to do it. Thus,

c(n,n′) =

{
c∗(sΩ,s′Ω′), if n′ 6= ngoal

c∗(sΩ,s′Ω′)+ (# waypoints not visited in n) × PM
(2)

In addition, any transition from n to n′ is invalidated
whenever time to reach n′ exceeds TMAXi . The time to reach
n′ is given by its g value as explained later in Section III-D.2

3) Graph GL: The formulation of graph-based planning
involves discretization of the configuration space into a
set of states, representing configurations, and transitions
between these states, where every transition represents a
feasible path. We discretize the graph with states s ∈V (GL)
as {x,y,θ}, where x,y represent the position of the robot
and θ represents the orientation of the robot. Once GL is
formed by the discretization of the configuration space into
a set of states, connections between states represent short
feasible paths. This essentially corresponds to lattice based
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(a) Motion primitives at different
orientations.

(b) Replication of motion
primitives.

Fig. 4: The low-level graph, GL.

graphs [26], [27] which are well suited to planning for non-
holonomic robotic systems such as passenger vehicles and
UAVs. Figure 4a shows the motion primitives we used in
our experiments for all the 16 possible headings of the robot.
Since we used UAVs for our experiments, the discretization
and transitions between states were designed based on their
kinematic and dynamic constraints. Figure 4b shows how the
graph is constructed by replicating motion primitives during
the search.

For s′ ∈ succ(s), the edge s→ s′ ∈E(GL) is associated with
a strictly positive cost c(s,s′) which is the cost of the action
that connects s to s′. The cost of each transition is given
by the time it takes to execute the corresponding motion
primitive.

D. Graph searches at three levels

The three graph searches are interleaved to generate a
provably optimal solution w.r.t. discretization.

1) Top level Search: The Pseudo-code 1 explains the
Multi Robot Opportunistic Path Refinement algorithm. The
main loop is an A? search on the graph GT which finds a
least-cost path from qstart to qgoal . A? maintains g-values for
each state it has visited so far. g(q) is always the cost of the
best path found so far from qstart to q. The code is initialized
by inserting qstart in OPEN which is a priority queue and
setting g(qstart) = 0. A? prioritizes the states that are chosen
from OPEN based on their f -values, f (q) = g(q). The code
removes states from OPEN and expands them using lines 7
through 13. This repeats until qgoal is expanded or there are
no more states left to expand in OPEN.

During the evaluation of a state q in lines 8 through 10,
costs of transitions are assigned to each of the successor state
q′. The transition cost from q to q′ is obtained from a call
to the mid level graph search (line 8). The exact details of
the mid level search is given in the next section.

To drive the search through other unassigned waypoints
the cost of transition to a goal state must be greater than
the largest path cost. Any path in the graph GT has a cost
that is bounded by ∑

N
i=1 TMAXi as each robot Ri has a limited

travel time TMAXi . We assign the cost of reaching a goal state
qgoal from any other state q as c(q,qgoal) = c∗qoal(nSi ,nGi)−
c∗q(nSi ,nGi) + (number of waypoints not visited across all
agents in qgoal)×PT , where PT = ∑

N
i=1 TMAXi + 1. Thus, the

penalty for a path that has more unvisited waypoints is

Pseudo-code 1 Multi Robot Opportunistic Path Refinement

1: procedure MultiRobotInterleave()
2: OPEN = {qstart}
3: g(qstart) = 0
4: g(q) = ∞, ∀q ∈V (GT ) and q 6= qstart
5: while qgoal not expanded do
6: remove q with smallest f (q) from OPEN
7: for each successor q′ of q do
8: c(q,q′) = SingleRobotInterleave(waypoints for

robot i according to state q′) - c∗q(nSi ,nGi)
9: if q′ == qgoal then

10: c(q,q′) += (# waypoints not visited across all
agents in q′) × PT

11: if g(q′)> g(q)+ c(q,q′) then
12: g(q′) = g(q)+ c(q,q′)
13: insert q′ in OPEN with f (q′) = g(q′);

greater than penalty for the path that has minimum unvisited
waypoints. Since the penalty is greater than the sum of the
time to travel for all agents, the path with more unvisited
waypoints is suboptimal. The theoretical proof given in
Subsection IV further shows why this choice of cost function
ensures that the search minimizes the number of unvisited
waypoints.

2) Mid level Search: The Pseudo-code 2 explains the
Single Robot Opportunistic Path Refinement algorithm. The
main loop is A? search on the graph GM which finds a least-
cost path from nstart to ngoal .

During the expansion of a state n in lines 8 through 10,
costs of transitions are assigned to each of the successor state
n′. We use the time to traverse Dubins paths as cost estimates
for this transition denoted as d∗(n,n′). The Dubins path cost
is the optimal path cost in an obstacle free environment. If
the Dubins path traverses through an obstacle, the cost can
be dramatic underestimate. We then call the low level graph
search and get the exact path cost (c∗(sn,s′n′)) and assign it
to the transition cost from n to n′. Figure 5 shows a case
when the low level graph search is called.

To drive the search through as many waypoints as possible
the cost of transition to a goal state must be greater than the
largest path cost. We assign the cost of reaching goal state
ngoal from any other state n as c(n,ngoal) = c∗(sn,sngoal ) +
(number of waypoints not visited in n)×PM , where PM =
TMAX + 1. To understand why this ensures that the search
tries to maximize the number of visited waypoints consider
the fact that any path through the graph GM will have the
cost that is bounded by TMAX . As a result any path that does
not go through as many waypoints as possible within the
time TMAX will have a penalty that is higher than the path
that goes through the maximum number of waypoints. Since
the penalty is greater than the time to travel itself, it will
be a suboptimal path while the A? search always finds the
optimal path. The theoretical proof given in Subsection IV
further explains why this choice of cost function ensures the
search maximizes the number of waypoints covered.

Since cost is defined by time and the search is optimal
g(n)+ c(n,n′) represents the time it takes to reach the state
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Pseudo-code 2 Single Robot Opportunistic Path Refinement

1: procedure SingleRobotInterleave(waypoints)
2: OPEN = {nstart}
3: g(nstart) = 0
4: g(n) = ∞, ∀n ∈V (GM) and n 6= nstart
5: while ngoal not expanded do
6: remove n with smallest f (n) from OPEN
7: for each successor n′ of n do
8: c(n,n′) = d∗(n,n′)
9: if dubin’s path goes through obstacle then

10: c(n,n′) = c∗(sn,sn′) //from low-level search
11: C(n,n′) = c(n,n′)
12: if n′ == ngoal then
13: C(n,n′) += (# waypoints not visited in n) × PM
14: if g(n)+c(n,n′)< TMAX and g(n′)> g(n)+C(n,n′)

then
15: g(n′) = g(n)+C(n,n′)
16: insert n′ in OPEN with f (n′) = g(n′);
17: return g(ngoal) - (# waypoints not visited) × PM

n′ through the state n. Using this, lines 14 through 16 of
the code ensure that the successor state n′ being pushed in
OPEN does not violate the alloted maximum time condition.

3) Low level Search: The A? search is perhaps one of the
most popular methods for doing a graph search that finds a
least-cost path from a given initial state to a goal state [28].
It utilizes a heuristic to focus the search towards the most
promising areas of the search space. While highly efficient,
A? aims to find an optimal path which may not be feasible
given time constraints and the dimensionality of the problem.

The heuristic of a state h(s) is an estimate of the cost of a
shortest path from current state s to the goal state sgoal . For
the A? to be optimal the heuristics must be admissible and
consistent. For a heuristic to be admissible it must not overes-
timate the distance to the goal, h(s)≤ c∗(s,sgoal). A heuristic
is consistent if h(s) ≤ c(s,succ(s)) + h(succ(s)),∀s 6= sgoal
and h(sgoal ,sgoal) = 0.

An informed heuristic plays a major role in the A?s
behavior. The lower h(s) is, the more states the A? expands,
making it slower.

The most common heuristic used is Euclidean distance.
Since the low level graph GL is a 3D graph with states
{x,y,θ}, the euclidean distance is a significant underestimate
for the A? search. This leads to more expansions and more

(a) Dubins path traversing
through an obstacle.

(b) Low level graph search
using A?.

Fig. 5: Example showing mid level interleaving search

(a) A simple environment along
with the optimal solution.

(b) heuristic = h2D obs

(c) heuristic = hdubins (d) heuristic=max(h2D obs,hdubins)

Fig. 6: Visualization showing the total number of expanded states with
different heuristics.

planning time. Instead we use Dubins optimal path as the
heuristic for the graph search. The Dubins optimal path is
an exact estimate of the path distance from s to sgoal in an
obstacle free environment.

Given a non holonomic vehicle with a constraint on the
minimum turning radius, constant forward speed and sstart
and sgoal , [29] geometrically established that the optimal
path (without obstacles) is one of the six possible config-
urations. All the paths are composed of three segments:
CCC or CSC (C → curved at maximum curvature, S →
straight). Each segment is a constant action over an interval
of time. The shortest path between any two configurations
can always be characterized by one of the six configurations
LSL,RSR,LSR,RSL,LRL,RLR. In the S segment the vehicle
drives straight ahead. During the L and R segments, the
vehicle turns as sharply as possible to the left or to the right
respectively.

Three different heuristics (h2D obs, hdubins and
max(h2D obs,hdubins)) were used to run the numerical
experiments. h2D obs is precomputed by running a 2D
Dijkstra’s search on x,y grid, hdubins is the Dubins path
heuristic and max(h2D obs,hdubins) is the combination of
the 2D Dijkstra’s search and the Dubins heuristic obtained
by taking the maximum of the two. Figure 6 shows an
example of the total number of states that are expanded for
a fixed start and goal location with the use of the above
heuristics. Figure 6a is the obstacle filled test environment
with start locations, goal locations and the planner output.
To visualize the number of states expanded we assign each
grid location (x,y) of the map with a color. Red indicates the
most expansions, 16 in this case, while dark blue indicates
no state expansions. Using this scheme Figure 6b, Figure 6c
and Figure 6d show the results of using different heuristics.
It can be seen that the combination of 2D Dijkstra’s
search and Dubins heuristics has the least number of states
expanded.
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IV. THEORETICAL PROPERTIES

We show that the algorithm is optimal in that it finds
paths that go through a maximum number of waypoints
and minimize the path costs. We divide the proof into two
theorems. First we prove that given a single robot an optimal
path can be found that maximizes the number of waypoints
visited and minimizes path cost. Using this theorem we then
prove that the multi-robot algorithm is optimal.

Theorem 1: Given a set of motion primitives, a path found
through the graph GM visits as many waypoints as possible
within the alloted time TMAX while minimizing cost of the
path.

Let ḠM ⊂ GM be the mid level graph that contains only
the states through which the goal can be reached within the
time bound TMAX . Let π̂ḠM

be the solution obtained by the
planner with the cost ∑

k̂+1
i=1 c(ni−1,ni) where k̂ is the number

of waypoints covered in this solution.
We define,

c(π̂ḠM
) = ∑

k̂+1
i=1 c(ni−1,ni)+(M− k̂)×PM , where n∈V (GM),

n0 = nstart ,nk̂+1 = ngoal , M = Total number of waypoints and
PM = TMAX +1.

Lemma 1: All edges ∈ E(ḠM) are optimal w.r.t the
discretization of state space and action space since they are
obtained from the low-level optimal graph search except for
the edges connecting into goal states which have costs equal
to the cost of least-cost path plus the penalty.

Lemma 2: As we run an optimal A? search on the pruned
graph ḠM , π̂ḠM

is the least cost path.
We need to Prove:

1) k̂ is the maximum number of waypoints that can be
covered.

2) ∀πḠM
with fixed number of waypoints k̂,

∑
k̂+1
i=1 c(ni−1,ni) is the minimum cost.

Proof:
1) We prove by contradiction. Assume there is a path π̃ḠM

that goes from start to goal whose time does not exceed TMAX
and has a larger number of waypoints k̃ > k̂.

c(π̂ḠM
)≤ c(π̃ḠM

) from Lemma 2.

⇒ ∑
k̂+1
i=1 c(ni−1,ni) + (M − k̂) × PM ≤ ∑

k̃+1
i=1 c(ni−1,ni) +

(M− k̃)×PM

⇒ (k̃ − k̂) × (TMAX + 1) ≤ ∑
k̃+1
i=1 c(ni−1,ni) −

∑
k̂+1
i=1 c(ni−1,ni)
Any path cost in GM is bounded from above by TMAX .
⇒ (k̃− k̂)× (TMAX +1)≤ TMAX
This leads to a contradiction since k̃ > k̂. Thus, the

maximum number of waypoints that can be covered is k̂.
2) Assume another solution π̇ḠM

∈ ḠM that has same
number of waypoints, k̇ = k̂.

c(π̂ḠM
)≤ c(π̇ḠM

) from Lemma 2.

⇒ ∑
k̂+1
i=1 c(ni−1,ni) + (M − k̂) × PM ≤ ∑

k̇+1
i=1 c(ni−1,ni) +

(M− k̇)×PM

⇒ ∑
k̂+1
i=1 c(ni−1,ni)≤ ∑

k̇+1
i=1 c(ni−1,ni) since k̇ = k̂.

Hence, ∑
k̂+1
i=1 c(ni−1,ni) is minimum ∀πḠM

with fixed
number of waypoints k̂.

Theorem 2: The path found through GT has the minimum
total number of unvisited waypoints and total path costs
across all robots.

Let ḠT ⊂GT be the top level graph that contains only the
states through which the goal can be reached within the time
bound TMAXi for each robot. Let π̂ḠT

be the solution obtained
by the planner and k̂ be the number of unvisited waypoints
in this solution.

We define,
c(π̂ḠT

) = ∑
N
i=1 c(πi)+ k̂×PT , where PT = ∑

N
i=1 TMAXi +1.

Lemma 1: All edges ∈ E(ḠT ) are optimal since they are
obtained from the mid-level optimal graph search except the
edges connecting into goal states which have costs equal to
the cost of least-cost path plus the penalty. This is proved in
Theorem 1.

Lemma 2: As we run an optimal A? search on the pruned
graph ḠT , π̂ḠT

is the least cost path
We need to Prove:

1) k̂ is the minimum number of unvisited waypoints.
2) ∀πḠT

with fixed number of unvisited waypoints k̂,
∑

N
i=1 c(π̄i) is the minimum cost, subject to c(π̄i) ≤

TMAXi∀πi .
Proof:

1) We prove by contradiction. Assume a solution that has
a less number of unvisited waypoints. Consider a path π̃ḠT

such that it has less unvisited waypoints where k̃ < k̂.
c(π̂ḠT

)≤ c(π̃ḠT
) from Lemma 2.

⇒ ∑
N
i=1 c(π̂i)+ k̂×PT ≤ ∑

N
i=1 c(π̃i)+ k̃×PT

⇒ (k̂− k̃)×PT ≤ ∑
N
i=1 c(π̃i)−∑

N
i=1 c(π̂i)

⇒ (k̂− k̃)× (∑N
i=1 TMAXi +1)≤ ∑

N
i=1 TMAXi

This leads to a contradiction since k̃ < k̂. Thus, the
minimum number of unvisited waypoints is k̂.

2) Assume another solution π̇ḠT
∈ ḠT that has same

number of waypoints, k̇ = k̂.
c(π̂ḠT

)≤ c(π̇ḠT
) from Lemma 2.

⇒ ∑
N
i=1 c(π̂i)+ k̂×PT ≤ ∑

N
i=1 c(π̇i)+ k̇×PT

⇒ ∑
N
i=1 c(π̂i)≤ ∑

N
i=1 c(π̇i) since k̇ = k̂.

Hence, ∑
N
i=1 c(π̂i) is minimum ∀πḠM

with fixed number
of waypoints k̂.

V. EXPERIMENTAL ANALYSIS

In our experiments we use fixed-wing UAVs. Model
complexity can be greatly reduced by removing the verti-
cal degree of freedom and working with constant altitude
planar paths and further reduced by fixing airspeed to be
constant. For constant speed applications, minimum turning
radius is directly set by the upper bound on bank angle
(rmin = V 2/(g× tan(φmax))), where g is the gravitational
constant and φmax is the maximum angle of bank that can be
achieved. The fundamental concept that must be captured
by a planner is that turning is accomplished by rolling
the vehicle for which there is an associated response lag.
These physical constraints tend to reduce the fidelity of
path planners which abstract dynamics away to work strictly
with kinematic bounds on turning radius. As a consequence,
motion primitives in the graph GL are tailored to fit the
gradual build-up of bank angle, which governs turning flight.
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(a) Environment with four
robots and four waypoints with
5% obstacle density

(b) Environment with four
robots and ten waypoints with
5% obstacle density

Fig. 7: Simulation experiments environment examples

A. Simulation Experiments

For testing the algorithm in simulation an area of 10
square kilometers was discretized into 25 by 25 meter grids.
Heading was discretized into 16 directions, thus altogether
400× 400× 16 states in the low level graph GL. Motion
primitives were generated to achieve a turning radius of 270
meters for the simulated UAVs. Tests were conducted with
varying number of robots and waypoints. Table I shows the
planning time for our algorithm with three robots situated
at fixed locations and different numbers of waypoints with
no obstacles. In Table II the obstacle density is set to five
percent. For a given number of waypoints, planning time was
averaged over 20 randomly generated maps and waypoints
locations were randomly chosen. All experiments were run
on a PC with a 2.7 GHz Intel Core i7-2620M processor with
4 GB of RAM. Figure 7 shows two such randomly generated
test scenarios.

B. Field Experiments

The Naval Postgraduate School (NPS) UAV lab has de-
veloped a Rapid Flight Test Prototyping System (RFTPS) to
enable on-board integration of advanced control algorithms
from concept to flight test. A new approach to path following
and coordination was developed in [30]. For our tests we
used two SIG Rascal UAVs shown in Figure 8c.

These algorithms were flight tested at Camp Roberts, CA
where NPS conducts UAV experiments. Further details can
be found in [31]. A typical scenario involving two UAVs
and four waypoints is illustrated in Figure 9. The site is
roughly 6x4 sq-km. The red polygon outlines the boundary

TABLE I: Planning time (seconds): varying robots and varying number of
waypoints with no obstacles

aaaaaaa
# UAV

# Waypoint
5 7 9 11

3 0.1 0.85 2.11 9.14
5 0.98 6.40 12.43 83.40

TABLE II: Planning time (seconds): varying robots and varying number
of waypoints with five percent obstacle density

aaaaaaa
# UAV

# Waypoint
5 7 9 11

3 38.63 65.15 84.79 136.70
5 60.48 74.60 108.23 182.13

(a) Mobile Ground Control Station (b) Interior of GCS

(c) Two SIG Rascal UAVs

Fig. 8: Experimental Setup for field tests

of cleared airspace at the Camp Roberts range. The paths
generated by the planner are shown in dark blue and green.
For the UAVs, motion primitives were generated to achieve
a turning radius of 270 meters which is twice the rmin.
This allocates half of the aircraft turning authority to the
planner and the other half to disturbance rejection. Results
of these experiments validated that paths generated by the
planner are feasible. Even in high winds the average error
between the commanded path and the tracked path was not
more than 50m which is equivalent to two seconds at the
planned velocity. The supplemental video presents one of
the experimental run at Camp Roberts.

VI. CONCLUSION

The Orienteering Problem and the Team Orienteering
Problem have been extensively studied in the Operations
Research community where they are usually formulated as
an optimization problem. In this paper we studied the OP and
the TOP with respect to mobile robots with dynamic con-
straints, particularly the bounds on turning radius and its rate
of change. While others have investigated orienteering by
assuming the costs between the locations to be given, to our
knowledge this is the first attempt to combine orienteering
with the dynamic constraints of the robots. We formulate the
OP and the TOP as a graph search problem and address the

Fig. 9: Plot showing plan generated for two UAVs and four waypoints and
the tracked positions of two UAVs
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dynamic constraints of the robots. We also explored the use
of Dubins Curves as heuristics for graph search algorithms.
A combination of Dubins Curves and 2D Dijkstra’s search
as heuristics for the A? search of a 3D graph gave the
best results. Further, we solved the OP and TOP using
the Single Robot Opportunistic Path Refinement and Multi
Robot Opportunistic Path Refinement algorithm respectively.
We established in theory that our algorithm is optimal i.e.
the robots cover a maximum number of waypoints in the
minimum amount of time with respect to the discretization
of state space and action space. We validated the outputs of
our algorithm by testing it in simulation and flight tests using
SIG Rascal UAVs.

In future work we would like to bring in methods that
trade off optimality for runtime with provable bounds on
suboptimality in order to scale to large teams of UAVs and
20-100 waypoints. Also, in many cases the paths generated
for the individual robots must be replanned to accommodate
waypoints added in the mission while executing. This re-
quires replanning in real time and during flight. Currently,
the algorithm is centralized and we are exploring the search
direction that will allow decentralization.
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