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Abstract— Image-guided radiation therapy (IGRT) involves
two main procedures, performed in different rooms on different
days: (1) treatment planning in the simulator room on the first
day, and (2) radiotherapy in the linear accelerator room over
multiple subsequent days. Both the simulator and the linear
accelerator include CT imaging capabilities, which enables both
treatment planning and reproducible patient setup, but does not
provide good soft tissue contrast or allow monitoring of the
target during treatment. We propose a cooperatively-controlled
robot to reproducibly position an ultrasound (US) probe on the
patient during simulation and treatment, thereby improving
soft tissue visualization and allowing real-time monitoring of
the target. A key goal of the robotic system is to produce
consistent tissue deformations for both CT and US imaging,
which simplifies registration of these two modalities. This paper
presents the robotic system design and describes a novel control
algorithm that employs virtual springs to implement guidance
virtual fixtures during “hands on” cooperative control.

I. INTRODUCTION

Radiation therapy is commonly used as a treatment for

cancer. The goal is to direct sufficient radiation to kill the

tumor cells, without harming the healthy surrounding tissue.

This treatment is usually fractionated; that is, the patient

receives multiple radiation treatments, typically over several

days. We consider image-guided radiation therapy (IGRT),

which involves two main steps: (1) planning/simulation and

(2) treatment delivery. Typically, planning includes the use

of a simulator, which is a large-bore CT scanner, to provide

the image for dose planning (possibly in conjunction with

other images, such as MRI) and to guide the setup of

the patient for the subsequent radiation treatments. The

radiation treatments are performed with a linear accelerator

(LINAC); modern LINACs include on-board cone beam CT

(CBCT) imaging to directly show the setup of the patient in

the treatment room frame of reference. Nevertheless, two

major deficiencies have become apparent when CBCT is

applied to verify radiotherapy: (1) CBCT only provides a

“snapshot” of patient information at the time of imaging,

but not during actual radiation delivery, and (2) CBCT often

does not provide sufficient contrast to discriminate soft tissue
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targets. Ultrasound imaging can overcome these deficiencies,

but the ionizing radiation precludes an ultrasonographer

from holding the ultrasound probe on the patient during

treatment. This has motivated the development of at least

one telerobotic system for ultrasound monitoring during

radiotherapy [8], [9]. Robotic systems for ultrasonography

have been developed for other applications, as well [4], [1],

[10]. Because ultrasound imaging requires contact between

the probe and patient, all of these robotic systems include

a force sensor for monitoring and/or controlling the contact

force.

Our goal is to construct a robotically-controlled, integrated

3D x-ray and ultrasound imaging system to guide radiation

treatment of soft-tissue targets. We are especially interested

in registration between the ultrasound images and the CT

images (from both the simulator and accelerator), because

this enables the treatment plan and overall anatomy to be

fused with the ultrasound image. We note, however, that

ultrasound image acquision requires relatively large contact

forces between the probe and patient, which leads to tissue

deformation. One approach is to apply a deformable (non-

rigid) registration between the ultrasound and CT, but this is

technically challenging. Our approach is to apply the same

tissue deformation during CT image acquisition, thereby

removing the need for a non-rigid registration method. We

use a model (fake) ultrasound probe to avoid the CT image

artifacts that would result from using a real probe. Thus,

the requirement for our robotic system is to enable an

expert ultrasonographer to place the probe during simulation,

record the relevant information (e.g., position and force),

and then allow a less experienced person to use the robot

system to reproduce this placement (and tissue deformation)

during the subsequent fractionated radiotherapy sessions.

We do not attempt to do this autonomously, but rather

employ a cooperative control strategy, where the robot shares

control of the ultrasound probe with a human operator. One

important task for the robot is to help the less experienced

user reproduce the original setup. This paper presents the

design of the robotic system, describes the novel cooperative

control strategy that was developed, and demonstrates its

performance with phantom experiments.

II. SYSTEM DESCRIPTION

The proposed setup is illustrated in Fig. 1, where the

robotic unit is attached to the LINAC table via a bridge that

can slide along the bed with the help of the rails attached on

the sides. At its end-effector, the robot holds an ultrasound

(US) probe that obtains real-time 3D US images of the
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Fig. 1. CAD model presenting the overall concept of the robotically assisted
image guided radiation therapy system

patient’s target anatomy while the radiation beams are being

emitted from the collimator of the gantry in the radiation

therapy process.

As previously mentioned, the image-guided radiation ther-

apy process consists of two major phases: (1) treatment

planning in the simulator room, and (2) treatment delivery in

the treatment (LINAC) room. We assume that the treatment

room and simulator room each contain a camera system

to simultaneously track the US probe, the robot base, and

the couch. In our setup, the tracker (camera) and US probe

are provided by the Clarity System (Elekta AB, Stockholm,

Sweden). In both rooms, the cameras are calibrated to the

room isocenter and therefore provide a consistent reference

coordinate system, within the accuracy of the calibration.

In the treatment planning phase, an ultrasonographer finds

the anatomical target using the US probe attached at the

tip of the robot and saves the 3D US image. From now

on, this image will be referred as the “day-1 image” or the

“reference image”. Then, the US probe is replaced by an x-

ray compatible model probe and, with the assistance of the

robot, is brought to exactly the same relative position with

the target area as the real probe, to create the same local soft

tissue deformation. After that, the couch is moved inside the

CT scanner and the target area is scanned to get a CT image

which will then be registered to the reference US image.

Now, all information is available to plan the radiation therapy

process. In the planning phase, the configuration of the robot

should also be taken into account when determining the beam

directions to avoid irradiating the robot or US probe.

The treatment phase can be repeated on multiple days

depending on the therapy planning details. In the remaining

parts of this paper, the treatment phase will be referred to

as “day-2”. In this phase, again with robot assistance, the

US probe or model probe is brought to the same relative

position with the target organ as in day-1. As in the treatment

planning phase, the model probe is used when a CBCT

image is acquired, in order to reduce the metal artifact in the

CT image. After the clinician confirms proper setup of the

patient, based on the CBCT and 3D US images, the radiation

beams are delivered to annihilate the malignant anatomical

structure. Because the robot continues to hold the US probe

on the patient, the clinician can monitor the target to ensure

that proper setup is maintained (e.g., that the target has not

significantly shifted from its initial position).

III. SYSTEM DESIGN

To carry out the robotic tasks mentioned in Section II,

a 5 degree-of-freedom (dof) prototype robotic system is

designed, Fig. 2. As can be seen, the robot consists of

two motorized units connected through a passive arm whose

configuration can be changed and locked manually. For the

current experiments, the 3 dof linear stage shown in the CAD

drawing (Fig. 1) was replaced by an existing linear stage, but

this does not affect the performance of the control algorithms

described in this paper. The 2 dof rotary stages are used to

2-Dof Rotary

Stage

Passive

Arm
3-Dof Linear

Stage

Fig. 2. 5 dof robotic system designed for IGRT

set the orientation of the US probe. Mechanically, this is not

a remote center of motion (RCM) device, but RCM motion

can be obtained in software by coordinating motion of the

linear and rotary stages. In a closer view, the first rotary stage

and the parallelogram mechanism which are responsible for

accurate orientation motion can be seen in Fig. 3. In the

design of the mechanism, extra care is taken to minimize

the use of metals to avoid introducing significant artifacts

in the CT images. A force sensor is installed between the

Fake 

Probe
Force

Sensor

Passive

Arm

Fig. 3. The mechanism for the rotary stages of the designed robot

3072



US probe and the robot to enable the system to measure the

forces applied on the probe. The use of a single force sensor

minimizes the cost of the system, but makes it difficult to

distinguish between forces applied by the user’s hand and

by the patient’s tissue. This affects the manner in which the

system is used, as described in Section IV.

The system can be considered as two fully-encoded me-

chanical subsystems connected by an unencoded passive

arm. Ideally, the existing camera system would provide

the homogeneous transformation matrix between the two

ends of the passive arm. In these experiments, however, the

camera system was not available and we therefore used the

force sensor to obtain a coarse estimate of the 3x3 rotation

component of the transformation matrix. To do this, we

pushed along two perpendicular axes in the robot base frame

and recorded the measured force vectors. By normalizing

and orthogonalizing these force vectors, two columns of

the rotation matrix corresponding to the pushed axes are

estimated. The third column is obtained by taking the cross

product of the first two column vectors.

The passive arm enables us to use more compact linear

stages, which considerably decreases the weight of the robot

attached to the bridge Fig. 1. The passive arm is mainly used

to bring the US probe to the vicinity of the target area, and to

provide the 6th degree of freedom (rotation about the probe

axis). For the experiments in this paper, the passive arm is

configured only at the beginning of each experiment and kept

locked for the duration of that experiment.

IV. CONTROL SCHEMES

There are three basic procedures that must be performed

with the robotic US system:

• On the treatment planning day, which we call day-1,

the ultrasonographer finds the target with the US probe

attached to the robotic system. This free space motion is

provided through an unconstrained cooperative control

process. Once the user places the probe on the tissue,

he/she disables cooperative control and lets go of the

ultrasound probe. At this point, the force sensor mea-

sures the reaction force due to the contact between the

US probe and patient’s tissue.

• Still on day-1, the user replaces the US probe with a

model (fake) probe and reproduces the original probe

position and force with the assistance of the robot. This

requires a constrained cooperative control mode, where

the constraints help the user to reproduce the origi-

nal probe location. Details of this cooperative control

method are provided below. Note that the user cannot

view real-time US images during this procedure because

a model probe is installed.

• On day-2, a different person uses the force and position

information from day-1 to reproduce the original US

imaging conditions. This requires a constrained cooper-

ative control mode, as above, but in this case it is rea-

sonable to place less confidence in the recorded probe

position information due to: (1) differences between the

treatment room and simulator room coordinate systems,

(2) errors in patient setup, and (3) physiologic changes

in the patient. We assume, however, that the recorded

force information is still valid. This procedure may be

performed with the US or model probe, depending on

whether or not CBCT will be acquired. If the US probe

is installed, the user can also compare the current US

image to the day-1 US image.

The following sections describe the two basic control modes.

A. Unconstrained Cooperative Control

This mode is active when the user wants to move either the

real or the model US probe freely. In this cooperative control

paradigm [11], the clinician and robot share control of the US

probe mounted on the robot’s end-effector. The robot system

senses the forces applied by the clinician and moves its end-

effector with a velocity that is proportional to the applied

force (i.e., an admittance control law). Mathematically, this

can be expressed as:

q̇ = J−1(q)×G×

[

Fw

Tw

]

(1)

where q̇ is the goal velocity in the robot joint space, G is

the diagonal matrix of admittance gains, J−1 is the inverse

Jacobian matrix that transforms Cartesian velocities into joint

velocities, and Fw and Tw are the measured forces and

torques in the robot base frame. The Jacobian, and inverse

Jacobian, matrices depend on the kinematic structure of

the robot and its measured joint angles, q. To make the

guiding operation easier for the user, the translation and

rotation stages to be maneuvered can be enabled and disabled

separately.

A nonlinear admittance gain (see Fig. 4) is used to enable

fine control for small applied forces, while also allowing

faster motions for higher applied forces, as proposed in

[3]. This method also helps to reduce the effect of noise

in the force sensor readings. The nonlinear gain is an

experimentally-determined function of the measured force.

Fig. 4. The model for diagonal elements of the admittance matrix for
force; a similar function is used for the torque admittance gain

B. Cooperative Control with Virtual Spring Constraints

This controller is used to help the user reproduce the initial

placement of the US probe. It is used in day-1 to place the
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model probe for CT imaging, with the goal of obtaining the

same tissue deformation as previously obtained with the real

US probe. It is also used in day-2 to reproducibly place the

real or model probe prior to treatment.

On day-1, we define a goal frame whose origin is at the tip

of the US probe, with its axes determined by the orientation

of the US probe. The constrained controller should then help

the user to move the US probe tip to the x = y = 0
position of the goal frame. Next, the controller should help

the user to reproduce the correct orientation by aligning the

probe with the goal frame. Finally, the controller should

enter a mode that helps the user to apply the specified

(previously recorded) force on the patient. Note that this

sequence of actions mirrors the actions typically performed

during image-guided needle interventions: (1) position the

needle tip at the entry point, (2) align the needle axis with

the insertion axis, and (3) insert the needle along its axis

until it reaches the target. When the user switches from

y

k

Force

Control

Fy = k �y

x

z

Tx = k ��x

Ty = k ��y

k

Fig. 5. Guiding the clinician to the goal position and force using virtual
springs, which are also used in [6] and [5].

unconstrained cooperative control mode to guidance mode,

the system remains in the unconstrained cooperative control

mode until the US probe crosses the x = 0 or y = 0
plane. Once a plane is crossed, a virtual spring is created and

attached between the plane and the probe tip, thereby pulling

the probe toward the plane (i.e., a soft virtual fixture). When

both planes have been crossed, the result is two orthogonal

springs that pull the probe toward the line formed by the

intersection of the two planes (i.e., the line that passes

through the goal position at x = y = 0). These virtual

springs are visualized in Fig. 5. The virtual spring force is

proportional to the displacement on that particular axis.

When the linear springs are enabled, the user can switch to

the rotation mode to get guidance around the x and y axes

via the use of torsional springs. This procedure is similar

to the linear springs, where the user must cross the goal

orientation before a torsional spring is created and applied. It

should be noted that the requirement to pass through the goal

position or orientation before activating the spring prevents

a discontinuity in the motion of the robot. For example, if a

spring is enabled when the probe is far from the desired

position, the controller would immediately apply a large

force to move the probe toward the goal.

Between the treatment planning day and the treatment day,

the existence of anatomical changes on the target organ (e.g.,

tumor shrinkage) or physical changes on the patient (e.g., gas

in the abdominal area) raise the importance of the virtual

spring approach. In such a case, the recorded goal position

at day-1 will not create the same soft tissue deformation.

However, it should be noted that these displacements are

expected to be relatively small (i.e., on the order of 1-2

mm). With this approach, the clinician will be guided to

the target area via springs with the flexibility to modify the

final position and orientation.

When all springs are activated and the desired position

and orientation on the x and y axes are set, which is ideally

the same position and orientation that was found on day-1,

the user can turn on the hybrid position/force control mode

[7]. In this mode, the controller keeps the force component

in the probe’s z axis equal to the desired force from day-

1, while maintaining the same position on all other degrees

of freedom. With this motion the robot marches into the

body along the US probe z-axis. It should be emphasized

that force control along the direction normal to the patient’s

body is essential to compensate for patient motion during

radiation therapy (e.g., breathing motion).

V. EXPERIMENTS

The experiment setup in Fig. 6 is used to evaluate the

effectiveness of the system and the control approach. In the

US

Probe

Phantom

Fig. 6. Experiment setup

experiments, 2D B-Mode images are generated to simulate

the treatment procedure. In order to more easily identify

and analyze US images (and to visualize deformations), we

created a 4x4 grid of markers inside the phantom. These

markers were actually segments of pencil lead that were

implanted using a transrectal ultrasound (TRUS) robot for
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prostate brachytherapy [2]. An example of a reference US

image, representing the day-1 treatment planning image, can

be observed in Fig. 7. The performance of the virtual spring

Tracked

Region

Fig. 7. The reference B-Mode US image used in the experiments, showing
the 4x4 grid of markers

control algorithm and force control along the probe direction

are evaluated via two different experiments. First, a reference

US image (Fig. 7) is obtained using the cooperative control

mode; this represents the day-1 reference image. At this robot

configuration, the position of the robot and the force applied

on the US probe are recorded as the goal information.

A. Experiment 1

This experiment is performed to compare the virtual spring

control approach with an unconstrained cooperative control

approach (free hand mode) when the recorded goal position

is not exact, which is the case for the day-2 positioning tasks.

Essentially, this experiment checks whether the virtual fixture

created by the virtual springs is “soft” enough to allow the

user to compensate for relatively small errors using the US

image feedback.

Here, an initial goal position (and force) is selected and

a reference US image is acquired. The goal position is then

randomly disturbed in the x-y plane by an amount between

3 mm and 5 mm on each axis, which emulates the relative

motion of the target area with respect to robot base between

the treatment planning day and the treatment day. The user is

asked to place the US probe to obtain an US image that is as

close to the reference image as possible with two methods:

unconstrained cooperative control (free hand) and virtual

spring control. In unconstrained cooperative control, the user

does not get any feedback from the robot. In virtual spring

control, however, the user will be guided to the incorrect

(disturbed) goal and therefore the user must pull against the

virtual springs to displace the probe until the correct image

is obtained. This procedure is repeated a total of 9 times for

each method, and the following information is recorded: (1)

the time it takes the user to find the goal, and (2) the position

error, which is the difference between the user’s final position

and the original goal position. As seen in Fig. 8 and Fig. 9,

the virtual spring control shows an improvement in both time

and accuracy compared to free hand control.
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Fig. 8. Evaluation of virtual spring control algorithm
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Fig. 9. Comparison of unconstrained cooperative control (free hand) and
virtual spring control

B. Experiment 2

To analyze the force control algorithm and to assess the

repeatability of creating the same soft tissue deformation,

we let the US probe go up and down to the target position

on its own when all virtual springs are activated. All virtual

springs are enabled to ensure that there will not be major

displacements in the x-y plane. This procedure is repeated

6 times and the force applied to the probe by the phantom

is recorded (Fig. 10). In this plot, “Experiment Number-0”

corresponds to the force applied on the treatment planning

day, so this is the force that was taken as a reference. It is

seen that the controller is successful in applying pressure on

the phantom by an amount close to the reference value.

After having satisfactory results on the force control, the

next thing is to determine if the US probe created similar

soft tissue deformations. For this, the centers of each marker

in the 4x4 grid are located in each of the 6 target images, as

shown in Fig. 11. The error in reproducing the deformation

is defined as the distance between the center of each grid

marker and its corresponding center in the reference image.

The results show that the mean absolute error in the x and z

directions is 0.9±0.5[mm] and 0.3±0.3[mm], respectively.
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Fig. 10. Steady-state force applied to the phantom
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Fig. 11. The centers of each 4x4 grid point superimposed on a single plot
for 6 US images

As an alternative method to measure the error in repro-

ducing the distortion, the raw RF ultrasound data for each

image is obtained and compared to the reference image.

With this method, we obtain a mean normalized cross-

correlation coefficient of 0.91 ± 0.01, which indicates very

good agreement (a coefficient of 1.0 would indicate perfect

agreement).

VI. DISCUSSION AND CONCLUSIONS

We developed a robot system for integrating 3D ultra-

sound (US) imaging with x-ray (CT) guidance for external

beam radiotherapy. Because ultrasound provides better soft

tissue contrast, it allows the clinician to better visualize the

treatment target and surrounding organs. Furthermore, US

does not introduce additional radiation and can be used to

continuously monitor the treatment. In particular, this enables

the clinician to ensure that the target remains in the x-ray

beam path.

Because US probe placement causes tissue deformation, it

is desirable to create the same deformation when acquiring

CT images. This simplifies the US-CT registration problem

and enables the live ultrasound image to be viewed with

respect to the treatment plan. But, it is not practical to acquire

a CT image with the ultrasound probe in place due to the

image artifact caused by the probe. We therefore must replace

the real US probe by a model (fake) probe and use the robot

to ensure that this model probe is placed in same position,

and exerts the same force, as the real probe.

This repeated switching between real and model US

probes must be performed reproducibly on the same day

(intra-fraction) and on different days (inter-fraction). While

one might reasonably assume that the patient has not moved

on the same day, it is likely that the position of the patient

will vary from day to day, even considering the clinical

techniques currently used for patient setup. Thus, it is not

advisable for the robot to autonomously return to the same

position, or to impose a hard virtual fixture that forces the

clinician to return the probe to that position in a cooperative

control mode. We therefore created virtual springs to imple-

ment a soft virtual fixture that guides the clinician to the

previously recorded position, but enables him/her to deviate

from that position by exerting forces against the springs. In

particular, the clinician can compensate for the placement

error by comparing the live ultrasound image to the recorded

reference image. We performed experiments with a phantom

to demonstrate that our virtual fixtures are “soft” enough

to enable the user to effectively compensate for these setup

errors. We also verify that our method produces repeatable

forces between the probe and phantom, and that our approach

leads to reproducible deformations. Future work includes in-

vivo experiments in an animal model.
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