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Abstract—Accurately counting people waiting at bus stops
is essential for automated bus fleet scheduling and dispatch.
Estimating the passenger demand in regular open bus stops is a
nontrivial problem because of the varying conditions, such as
illumination, crowdedness, people poses, to name a few. This
paper presents a simple, but very effective approach to estimate
the passenger count using people density estimates. People density
is obtained from foreground segmentation using a Gaussian
mixture background model. A linear model, which is employed to
correct the densities due to perspective scaling for people far from
the camera position, yields the final people count estimates. The
approach is compared to the well-know Viola-Jones detector and
shown to yield better people count estimates despite its simplicity,
because it is more robust to occlusions, pose changes, and due to
the fact that it does not attempt to find body parts. The proposed
method is general and can be employed to count people in other
public spaces, such as buildings.

Index Terms—pedestrian detection, pedestrian counting, back-
ground subtraction, Haar-features, density-based demand estima-
tion.

I. INTRODUCTION

Modern public transportation systems requires accurate
real-time information of route conditions and demand for opti-
mal fleet scheduling and control [3], [9]. Existing technologies
involving vehicle localization and telecommunications allow
to monitor traffic flow in real-time, nonetheless measuring the
demand in real-time is a challenging problem for which there
is still no adequate solution. Traditionally demand informa-
tion has been obtained using statistical models built off-line
from manually collected data, therefore, developing automated
methods to reliably count passengers at bus stops and within
the buses is necessary. This paper proposes an approach based
on computer vision techniques to count passengers waiting
at regular bus stops without passageway turnstiles. Usually
pedestrians stand at different places around the bus stop and
do not wait in line (see fig. 1), consequently most of the
conventional people counters based on pressure mats, infrared
detectors or ultrasonic sensors [2] cannot be applied. On the
other hand, the ever more popular surveillance video cameras
provide an economical and minimally invasive solution to
acquire images that enclose a large area around the bus stop
and that can be programmed to automatically detect and count
people. One of the main challenges to the solutions based on
image processing is the development of algorithms capable
of adequately handling the varying conditions proper of bus

Fig. 1. People standing at a bus stop.

stops, such as illumination changes, shadows, occlusions and
crowdedness, among other situations. The first attempts to
detect pedestrians in non-static images considered the hu-
man body as a whole and employed shape models or edge
templates [10], [5]and [4]. These approaches have proved
quite useful for detecting partially invariant objects, such as
faces and cars. However, detection of the whole body using
templates often yields poor results in practice due to the many
different poses pedestrians can assume. In addition to the lack
of invariance, occlusions and clothing colors also difficult the
extraction of appropriate edges. This fact is illustrated in figs. 2
and 3, which show the edges corresponding to fig. 1 extracted
using a LoG filter. The edges in fig. 2 are obtained without
any pre-processing of the original image, while edges in fig. 3
result after applying the LoG filter to a color-reduced version
of fig. 1. Figure 3 shows that the main contours can be detected
more effectively by reducing the number of colors and building
larger uniformly colored areas. However, due to the evident
occlusions and lack of complete contours, it should be clear
that applying any of the existing template matching methods
to figs. 2 or 3 would yield a low number of correct detections.

Viola and Jones [13] proposed a different framework for
object detection based on the selection of weak Haar features
to build a cascade detector. Their approach does not require
solving a template matching problem and has been widely used
in several applications involving still objects with rates of de-
tection of about 95% and false positives rates below 1% when
applied to face detection [13], [14]. However, their original
approach also exhibits a low performance when applied to the
detection of deformable objects, such as walking pedestrians.
In order to overcome this problem, Viola and Jones added fea-
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Fig. 2. Edges extracted from figure 1 using a LoG filter.

Fig. 3. Edges extracted from a color-reduced version of figure 1.

tures from motion patterns [14]. Other researchers have instead
decided to divide the whole body into some invariant segments,
like head-shoulders, arms, and legs, considering frontal, lateral
and profile views of those parts [8], [7], [1]. Each of these
part detectors are trained using the Viola-Jones framework or a
Support Vector Machine. These authors conclude that detecting
humans by their components allows finding partially occluded
pedestrians and increase detection rates. For a recent and
exhaustive review of pedestrian detection techniques see [6].

This paper proposes an approach to people counting from
foreground pixel density estimates. This approach will be
referred to as PDM (People Density Method). It is shown that
despite PDM’s simplicity, it is more accurate and reliable than
an alternative solution based on the well-known Viola-Jones
(VJ) detection scheme applied to foreground regions. This is
mainly because PDM does not require to solve a recognition
problem with strong assumptions of object shape-invariance
(non-deformability), as is implicit in the VJ approach. On
the other hand, shape extracted from contours is often lost
in crowded scenes. The advantage of PDM is that no special
assumptions on the pose or motion of people is required. The
only two basic assumptions required are i) that the background
can be extracted with reasonable accuracy, and ii) that all fore-
ground pixels correspond to people. Both of these assumptions
are fulfilled most of the time because background subtraction
can effectively be solved using the approach presented in
section II. On the other hand, most of the time foreground
pixels are generated by pedestrians, and even if sometimes
small pets or people carrying large objects may produce larger
foreground areas, the additional foreground pixels introduce
negligible errors.

The proposed approach and the reference method based
on the Viola-Jones detector are implemented as two-stage
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Fig. 4. Detection scheme.

processes (see fig. 4). First the foreground is extracted as
the complement to the background, which is modeled as a
mixture of Gaussians. In the second stage, foreground pixel
densities are employed to estimate the people count. To make
the comparison with the Viola-Jones approach valid, the body-
parts detected with this method are selected only if they belong
to the foreground in order to remove false detections.

The contribution of this paper can be summarized in a
simple method for pedestrian counting at bus stops or any open
environment based on density computations. The paper shows
this approach is more accurate than the method based on a
combined action of a background subtraction process and the
Viola-Jones approach. Both approaches are tested using image
sequences from a real bus stop.

The paper is organized as follows. The background iden-
tification approach is explained in the next section. Section
three describes the pedestrian count using density estimates.
Section four presents the testing methodology and results. The
conclusion and ongoing research is discussed in section five.
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II. BACKGROUND IDENTIFICATION

Background identification is an essential preliminary step
whose purpose is to reduce the search for pedestrian contours
or their extremities to non-background regions. The reduced
search does not only saves valuable processing time, but also
allows to increase detection certainty because it is easier to
identify mostly static backgrounds than trying to find directly
the many different dynamic objects there might be in the fore-
ground. The background identification can be achieved using
different methods, such as texture analysis, edge extraction,
color and intensity filters. Texture and edge based methods are
more robust to brightness changes. However, texture segmen-
tation requires computationally demanding calculations, while
edges alone may provide insufficient information to bound the
background regions. On the other hand, color and intensity
filters are more vulnerable to brightness variations or confusion
in the presence of foreground objects with colors that closely
resemble those of the background.

In this work background segmentation is performed using a
Multivariate Mixture of Gaussians (MMoG) probability distri-
bution in the color and gradient feature space. The feature vec-
tor is defined as a five component vector f = [r, g, b, go, gm]T

containing the red, green and blue color values, gradient ori-
entation and gradient magnitude at a given pixel. The gradient
magnitude and orientation at pixel with coordinates (x, y) is
calculated as

gm =
√

g2
x + g2

y

go = arctan (gy, gx) (1)

where

gx = Ix+1,y − Ix−1,y

gy = Ix,y+1 − Ix,y−1 (2)

and Ix,y denotes the image intensity value at pixel (x, y).
The background subtraction approach provides one of the

simplest techniques to detect objects of interest in urban
scenes, such as pedestrians and cars, using static cameras.
This approach relies on the assumption that the background
does not change significantly from one video frame to the
other, and hence, computing the difference between frames
would yield the moving foreground objects. If the foreground
objects are also static, the subtraction of contiguous frames
will evidently not reveal the foreground objects. This problem
can be avoided if the difference is computed between the
current frame and a reference background (free from fore-
ground elements). However, obtaining a reference background
is a challenging problem because real backgrounds are not
constant due to illumination changes during the day, sudden
appearance of clouds, presence of reflecting objects, camera
oscillations, high-frequency background variations like rain or
moving leaves.

There are many approaches to model the background for
background subtraction purposes [11]. The simplest method is
to employ a first order IIR running average filter to compute

the background model Bk at instant k in terms of the previous
background model Bk−1 and the new image frame Ik as:

Bk = (1 − α)Bk−1 + αIk (3)

where α is the filter update or learning rate. This method
requires a small amount of memory and is fast to compute,
however it does not consider the fact that background colors
can have multimodal distributions over time due to variant
lighting conditions.

An approach that copes with multimodal distributions is
the method by Stauffer and Grimson [12], which models each
pixel’s feature vector f as a mixture of L Gaussians with
mean and covariance parameters μ l

k ∈ R
n, Σl

k ∈ R
n×n,

l = 1, 2, . . . , L at time k. More specifically, the probability
of observing a pixel feature fk is given by:

P (fk) =
L∑

l=1

ωlP (fk|μl, Σl) (4)

where ωl = P (l) are the priors weighting the Gaussian
distributions:

P (fk|μl, σl) =
1

(2π)n/2|Σl| 12 e−
1
2 (fk−μl)T Σl−1

(fk−μl) (5)

that form the mixture.
It is to be noted that the mixture models both the foreground

and background without distinction. Hence, L is not the
number of background classes, but the number of all possible
pixel distributions. Because of this, the choice of L should be
L ≥ B + 1, if there are B background classes. In practice,
B ≥ 2 to model at least two background classes, hence
L ≥ 3. The current literature reports values of L ≤ 7,
however, significant improvements are unlikely for values
beyond L = 5. In [12] B given L is calculated as:

B = argmin
k

(
k∑

l=1

ωl > δb

)
(6)

where each Gaussian is sorted in decreasing order according
to ωl

k/
∥∥Σl

k

∥∥, and δb is a thresholding parameter related to the
overall background probability.

A pixel is declared to match one of the L Gaussian

distributions, if
√

(fk − μl
k)T Σl

k

−1(fk − μl
k) < λ for some

l, where λ represents the number of standard deviations from
the mean that defines the matching threshold (λ = 2.5 in [12]).
The pixel is declared to belong to the background whenever it
matches one of the first B distributions.

If a pixel matches one of the L possible distributions, the
MMoG probability density function parameters are updated by
means of the following incremental form of the Expectation
Maximization algorithm:

μl
k =

Sk−1

Sk
μl

k−1 +
1
Sk

ω̃l (7)

Σl
k =

Sk−1

Sk
Σl

k−1 +
1
Sk

ω̃l
(
Ik − μl

k

) (
Ik − μl

k

)T
(8)

ωl
k =

1
k

Sk−1 +
1
k

ω̃l (9)
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where

Sk = Sk−1 + ω̃l (10)

ω̃l =
P

(
Ik

∣∣μl, σl
)
ωl∑L

c=1 P (Ik |μc, σc )ωc
(11)

If a pixel does not match any of the L distributions, the least
probable distribution (i.e. the one with lowest ω l) is replaced
by a distribution with the current pixel value as its mean, an
initially high variance and a low prior ω l. This step allows to
update the background model without degrading the model as
in the case of the unimodal distribution, because when some
new object appears in the scene, the background parameters
are not lost until one of them becomes the L least likely
distribution, i.e. when the background class weight w l becomes
the smallest of the L weights.

III. PEDESTRIAN COUNT USING DENSITY ESTIMATES

In order to estimate the total amount of pedestrians, the
problem of counting people is solved by counting foreground
pixels and applying a linear regression model to the pixel
count. The linear regression model is employed to account for
scaling changes due to perspective, which make pedestrians
far from the camera to appear smaller than closer ones.
More specifically, the regression over the foreground pixels
is implemented by defining N evenly distributed horizontal
sections and assigning to each section a people density index
ai, i = 1, 2, . . . , N . Moreover, since the total amount of
pedestrians shows low variance over short periods of time,
the model includes terms that depend on pedestrian count
estimates ŷ (k − 2) and ŷ (k − 1) corresponding to sampling
periods k − 2 and k − 1, which allow to filter out sudden
variations due to noisy measurements from the estimate ŷ (k)
at current instant k. If the density indeces are treated as the
number of people per area (measured in pixels), then a simple
linear model for the total number of people can be stated as:

ŷ (k) =
N∑

i=1

aixi + a0 + b1ŷ (k − 1) + b2ŷ (k − 2)(12)

where xi are the total number of pixels labeled as people in
region i, for i = 1, 2, . . . , N , and ŷ (k) is the estimate of people
in the image at instant k ∈ N. The coefficients ai, b1 and b2

are obtained by solving a least squares optimization problem to
minimize the overall mean square error between the estimated
and the actual number of people. Practical experiments have
showed that a good trade-off between computation simplicity
and estimation accuracy is achieved when employing five
regions, i.e. N = 5.

IV. TESTING METHODOLOGY AND EXPERIMENTAL

RESULTS

The algorithms developed were tested using data from 28
video sequences acquired at 15 fps between 17 and 18 pm on
March 26th, 2008. At this time of the year the sun’s location is
close to the horizon producing challenging conditions of lights
and shadows, as well as increased reflections on surrounding
structures and passing cars. The camera employed is a standard

FireWire� IEEE1394 camera with a 1024x768 pixels 1/2”
CCD and a Tamron varifocal lens with focal distances in the
range 6-12 mm, corresponding to an angle of view in the range
30.4◦× 23.1◦ (telephoto) – 58.7◦× 44.4◦ (wide). The camera
was located at 3 m from the bus stop at a height of 3.2 m above
the ground, as shown in fig. 5. This configuration allows to
cover an area in which pedestrians would normally stand (see
fig. 1).

Fig. 5. Bus stop and camera configuration.

Figure 6 shows the results corresponding to frames 100,
700, 1500, 1900, 2600 and 3400. In these frames white pix-
els correspond to background. The background identification
scheme responds rapidly to lighting variations and updates
the corresponding class parameters according to the incoming
background features. Successful detections of people using the
VJ approach are indicated by boxes surrounding the face or
the body whenever the upper/lower extremities are detected. As
may be seen in the fifth frame of fig. 6, several false detections
occur when there is a crowded scene. Most of the time the VJ
approach failed to detect some people facing to the side or
wearing caps. The full-body detector would only find people
standing far away in less crowded areas of the scene. The face
detector employed both frontal and lateral face classifiers, but
performed poorly when the intensity differences of features
within the face (eyes, nose, mouth) was small or whenever
there were dominant light-shadow effects.

The performance statistics of the PDM and VJ methods
are summarized in Table I, which presents the root mean-
squared errors, percentage of correctly counted people (CCP)
percentages, false positives averages (FP ) and false nega-
tive averages (FN ). In terms of the root-mean-squared error

RMSE =
√

1
K

∑K
k=1 ‖y (k) − ŷ (k) ‖2, where y (k) is the

real number of pedestrians in frame k, it is clear from Table I
that the PDM performs better than the VJ-based approach with
RMSE values of 2.91 against 4.11 pedestrians, respectively.
This better performance of PDM may also be appreciated
from fig. 7, which illustrates the evolution over time of the
pedestrian count estimates and the real value.

The estimated pedestrian count versus the real amount of
pedestrians is shown in figs 8 and 9. These results show
that the PDM is more accurate and precise, since the average
standard deviation of the VJ method is 3.02 pedestrians, while
this figure is only 1.85 pedestrians per frame on average for
the proposed solution. On the other hand, the VJ approach
shows less false positives over time than the PDM, but the
latter yields a smaller false negatives average.

It is to be noted that detection rates achieved with the
Viola-Jones approach are very low compared to those found in
the literature. This is because the testing conditions are more
challenging than those usually reported in the literature, which
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TABLE I
RESULTS USING VIOLA-JONES DETECTOR AND PDM (CCP IS THE

PERCENTAGE OF FRAMES IN WHICH PEOPLE WAS CORRECTLY COUNTED

AND F̄ P , ¯FN ARE THE FALSE POSITIVE, FALSE NEGATIVE AVERAGES).

PDM VJ
RMSE 2.91 4.11
CCP 13.87% 11.51%
FP 1.14 0.45
FN 1.13 1.91

often consider sample images of pedestrians in scenes that are
not very crowded or taken under controlled lighting conditions.

V. CONCLUSION AND FUTURE WORK

An algorithm for pedestrian counting was presented. The
approach yields good count estimates despite challenging
illumination and crowdedness conditions. The count estimates
are more accurate than those obtained with the VJ approach
and could be supplied to an automated public transportation
management system to dispatch buses according to demand
measured on-line.

Our experiments demonstrated that full-body and body-
parts identification using the VJ method is a much more
difficult task because people may be wearing clothes having
colors similar to the background or stand in positions that
differ from the set of training poses. This lack of invariance,
especially in real outdoor settings, limits significantly the
performance of the VJ classifier and motivates the development
of approaches that incorporate focus-of-attention mechanisms
and ways to remove the background.

The PDM is more robust to occlusions and pose changes
because it does not attempt to find body parts. The results
presented in the previous section are quite encouraging con-
sidering that the final goal of the algorithm is to obtain
the total number of pedestrians waiting at bus stops rather
than identifying each person individually. In terms of under
and over estimation, the VJ approach tends to underestimate
while the proposed approach overestimates the total amount
of pedestrians. This difference could be adjusted by penalizing
the false positive averages (FP ) and false negative averages
(FN ) in the objective function when fitting the parameters of
the model, or by adding constraints in terms of FP and FN .

Ongoing research aimed at improving the robustness and
accuracy of the proposed approach considers the use of color-
based segmentation for skin detection, as well as using body-
parts detectors based on gradient distribution as suggested
in [1]. The use of texture is also being investigated in order to
improve the background identification process.
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Fig. 6. Pedestrian detection results for frames 100, 700, 1500, 1900, 2600
and 3400 (from top to bottom).
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Fig. 8. Pedestrians counted by PDM versus the real number of pedestrians.
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predictive control strategy for a public transport system with uncertain
demand. In Proceedings of Sixth Triennial Symposium on Transportation
Analysis (TRISTAN VI), Phuket Island, Thailand, June 2007.

[4] P. F. Felzenszwalb. Learning models for object recognition. In In CVPR,
pages 56–62, 2001.

[5] D. Gavrila. Pedestrian detection from a moving vehicle. In ECCV ’00:
Proceedings of the 6th European Conference on Computer Vision-Part
II, pages 37–49, London, UK, 2000. Springer-Verlag.

[6] Z. Li, K. Wang, L. Li, and F.-Y. Wang. A review on vision-based
pedestrian detection for intelligent vehicles. In Vehicular Electronics
and Safety, 2006. ICVES 2006. IEEE International Conference on, pages
57–62, Dec. 2006.

[7] K. Mikolajczyk, C. Schmid, and A. Zisserman. Human detection based
on a probabilistic assembly of robust part detectors. In ECCV, volume I,
pages 69–81, 2004.

[8] A. Mohan, C. Papageorgiou, and T. Poggio. Example-based object
detection in images by components. Pattern Analysis and Machine
Intelligence, IEEE Transactions on, 23(4):349–361, Apr 2001.
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