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Abstract—while kernel-based learning methods have emerged 
during the last two decades as major tools to effectively manage 
uncertainty, heavy-tailed distributions remain a major challenge 
for modelers who aim to predict the future behavior of complex 
systems. In this article, Weibull distribution has been used to 
stress-test kernel-based methods and study more specifically the 
impact of heavy-tailed distributions on the performance of Fisher 
kernels in identifying the potential for collapse of an enterprise 
based on its stock price.  
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I. INTRODUCTION

The last two decades have seen a significant development 
in the area of statistical learning [12] and kernel-based methods 
[2] [9] [10] [11]. Based on a solid mathematical framework, 
these methods have been shown in many applications to 
outperform the existing tools such as neural networks and 
conventional statistical techniques. Among their strengths is 
that they make some of the weakest assumptions about the 
characterization of the uncertainty that underlie the system 
under study. In particular, and contrary to the maximum 
likelihood method, for instance, statistical learning theory and 
kernel-based methods can be implemented without having any 
prior knowledge of the probability distribution of the 
input/output data. Another significant advantage of these 
methods concern the format of the inputs on the basis of which 
an output prediction needs to be made. In most of the existing 
tools, the inputs have to be part of a vector space and, if they 
are not, they need to be somehow ‘vectorized’, which would 
usually lead to some loss of information. Kernel-based learning 
methods, on the other hand, can process the inputs without 
having to reduce them to coordinates and vectors [13]. By 
introducing a mapping from the input space to another space 
usually referred to as the feature space, kernels allow modelers 
to define the notion of similarity or closeness among inputs 
even if they don’t belong to a vector space. Thus kernels can 

handle inputs that are in the format of graphs, trees, text, or 
time series. 

A variety of kernels have been proposed to describe inputs’ 
similarities [3]. The most popular ones are the polynomial and 
Gaussian kernels. But one kernel that has showed a consistent 
performance when the inputs are highly complex non-vector 
objects is the Fisher kernel, which was introduced by Jaakkola 
and Haussler in 1999 [4]. It has been implemented for a variety 
of applications including signal processing and computational 
biology.  

In contrast to this notable success of kernel-based methods, a 
major challenge that is currently facing the systems engineering 
community concerns the type of uncertainties that arise in the 
case of heavy-tailed distributions. As opposed to the very 
popular normal (or Gaussian) distribution, a heavy-tailed 
distribution would give rise to very large deviations (from the 
mean, if it exists) at a probability that is not so negligible. 
According to [5], a probability distribution is heavy-tailed if its 
tail is not exponentially bounded.

Some researchers claim that most of the failures that we 
witness in the financial markets are due to the fact that the 
behavior of these markets is consistent with heavy-tailed 
probability distributions, while the mathematical tools that are 
used to manage them are based on the assumption that the 
underlying uncertainty can be modeled by a normal distribution 
[6]. Mathematicians tend to use normal distributions to 
describe uncertainty mostly because they make the 
computations and the modeling process more tractable, 
certainly not because the phenomena that are under study 
follow this distribution.  

The purpose of the research presented in this paper is to run 
a set of simulation experiments to stress-test the performance 
of kernel-based methods using situations where the data arise 
according to heavy-tailed distributions. Although statistical 
learning theory, which is the foundation of some kernel-based 
learning methods (such as support vector machines for 
instance), would fall apart in the case where large deviations 
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occur [7], this research work intends to test empirically the 
robustness of kernel-based learning methods by investigating 
the impact of heavy-tailed distributions on their performances.    

The paper is organized as follows: Section II presents the 
modeling approach, Section III explains the data generation 
process, Section IV introduces the concept of Fisher kernels, 
and finally Section V presents the results. 

II. MODELING APPROACH

In this research, the stress-tests are carried out in the context 
of the analysis of financial markets. The amount of research 
that has been devoted to modeling the financial markets in 
order to understand how stock prices vary over time is 
overwhelming. In general, however, there are two major 
approaches to analyze financial data [1]: Fundamental 
Analysis, which studies the factors that affect financial markets 
and intends to predict the stock market behavior for next 
periods based on the analysis of these factors, and Technical 
Analysis that looks primarily at to the stock prices during the 
past periods and attempts to forecast the future prices by 
extracting patterns from the past market behavior. 

The method that we use in this research is closer to the 
Technical Analysis approach. Our goal, however, is not to 
make predictions about the values (or range of values) of stock 
prices for the next day, week or month. Rather, our intention is 
to focus on a problem that is different and, we hope, more 
feasible: identifying the potential of collapse in an enterprise by 
looking at its stock price over a certain time window of size m.  

In general, there are two types of companies recognizable in 
each sector of the stock market. First, companies which went 
bankrupt, merged to or bought by other companies and do not 
exist in the market as standalone firms anymore. These are 
referred to as the Dead companies. The second type includes 
the companies that do exist in the market at the present time. 
These companies are called Active companies. The modeling 
approach that we have adopted in this research consists of the 
following steps:

(1) The machine sees the stock prices of a collection of 
companies over a certain period of time; some of 
these companies are dead, while other ones are 
active at the present time, i.e., each company is 
associated with a label in a binary fashion: either 
dead or active. 

(2) To process the stock prices that are supplied to the 
machine, the latter makes use of a Fisher kernel 
(more explanation is provided below) to reduce the 
input stock price data from a time series format to a 
vector format. In other words, a mapping (called 
feature mapping) is constructed from the space of 
time series that contains the input data (financial 
time series) to a vector space F (called the feature 
space) that is spanned by Fisher scores (see any 
textbook on mathematical statistics for the 
definition of Fisher scores). In this study, the 
generative probability model that is used to compute 
the Fisher scores is the Gaussian distribution (see 

below for more details) that is characterized by two 
parameters: the mean and the variance. As a result, 
the feature mapping will involve two Fisher scores 
and, therefore, the Feature space will be a two-
dimensional space. 

(3) While it may have very well been possible to apply 
the support vector machines algorithm to determine 
the separating hyperplane in the feature space, we 
limit ourselves in this paper to the plotting and 
visualization of the points corresponding to the 
companies being studied as well as their class labels 
(dead versus active). The success of the 
implementation of the Fisher kernel is measured by 
the extent to which the two classes appear, by visual 
inspection, to be segregated in the two dimensional 
plot using Fisher scores as coordinates.  

In the article [14], the authors showed, using real stock 
market data, that Fisher kernel was able to segregate the two 
classes for some sectors of the stock market. In this study, we 
intend to investigate the case where the stock prices are 
affected by a large volatility and, therefore, subject to large 
deviations caused by a heavy-tailed distribution, i.e., a large 
amount of uncertainty. To do this and be able to control the 
nature of uncertainty that underlies the stock market data, we 
made use of simulations implementing the Weibull distribution 
to generate the stock prices (more details below in section III).  

Based on our modeling approach, the stock price of 
company  at, say, week , denoted as “ ” follows the 
Gaussian distribution: 

where  and  are the mean and variance of the stock price 
at week  for all available companies of the same type. These 
values can be shown as the coordinates of the following 
vectors:

 This concept is depicted in figure 1. 

      Figure 1. Weekly stock prices of each company can estimate by Gaussian 
                      probability distribution 
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III. DATA GENERATION PROCESS

While the probability model that is used to construct the 
Fisher kernel is the Gaussian distribution, and since we aim at 
stress-testing the performance of kernel-based methods, the 
stock price values are generated in a simulated environment 
using a heavy tailed probability distribution that allows us to 
cover a wide range of intensities of stock price volatility (and 
therefore uncertainty). There are different heavy tailed 
distributions available; however, given the fact that the random 
numbers to be generated (stock prices, that is) have to be 
positive, a right-tailed probability distribution which promises 
the generation of data from zero to positive infinity is selected. 
Weibull distribution looks to be a right choice, since depending 
on the values of its parameters it assumes various shapes 
including that of a heavy tailed distribution: 

Adjusting the shape parameter to be less than one ( ), 
Weibull distribution becomes a heavy-tailed probability 
distribution.

To give the reader an idea about the amount of volatility 
introduced by the Weibull distribution compared to the 
volatility that is found in the real-world stock market, we 
present in Figures 2 and 3 the actual weekly stock prices of 
active and dead companies in the “Oil and Gas Producers” 
sector from 1995 to 1996; these stock prices were collected 
from various North American stock exchanges. The stock price 
values vary between 0 to almost $35 for the active companies 
in figure 2, and between 0 and about $71 for dead companies in 
figure 3 during the same period (from 1995 to 1996). 
Examination of their variances reveals that it is very difficult to 
find a general pattern among dead or active companies, so that 
one can decide whether a given company will be dead or 
remain active in the future. The high dimension of the financial 
time series itself adds more challenges to the task of classifying 
a company as one that will survive or will collapse.

Now using the simulated data generated through the 
implementation of the Weibull distribution in its heavy-tailed 
form, this task will supposedly become even more complicated 
because the simulated stock prices will show deviations from 
the mean that are a lot larger. Indeed, the randomly generated 
financial time series data (using equation 3) for active and dead 
companies are plotted in Figures 4 and 5 respectively and show 
a higher degree of volatility in stock prices compared to the 
real-world values. 

       Figure 2. Weekly Stock prices for 20 active companies in “Oil & Gas 
                       Producers” sector between 1995 and 1996 

      Figure 3.Weekly Stock prices for 20 dead companies in “Oil & Gas 
                     Producers” sector between 1995 and 1996 

      Figure 4. The random generated weekly stock prices for active companies         
                      for two years 
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      Figure 5. The random generated weekly stock prices for dead        
                      companies for two years 

The random stock price data is generated separately with 
different scale parameters for each of the active and dead 
categories. Each category is associated with a constant shape 
parameter. Fifty companies of each category are simulated, 
with the stock price time series spanning a period of hundred 
weeks.

IV. FISHER KERNEL & ITS APPLICATION IN ANALYSIS OF 
THE FINANCIAL TIME SERIES

Fisher kernel is used in this paper because it has been 
shown to perform very well in many applications [4]. 
Generative models such as Gaussian Mixture Models and 
Hidden Markov Models [8] have been used to model the time 
series data [1]. However, Fisher kernel is a different strategy 
that attempts to extract from a generative model more 
information than simply its output probability. The goal is to 
obtain internal representation of the data items within the 
model [3]. Since it was decided that a Gaussian probability 
distribution will be our generative model (see Section II), for 
each, say, week ,  is the stock price value of company 
with probability of  where . Therefore, 
in order to calculate the probability for each data point 

 (note that a data point here represents the whole 
time series), one needs to multiply  number of Gaussian 
distributions, each having its specific estimated parameters ,
and  as 

where is the total number of, say, weeks over which the 
stock price data are collected or randomly generated. We define 

 with respect to the Gaussian model to be the likelihood 

of that specific data point . So for a collection of inputs  
with  as number of companies in a set of 

training data, the model parameters can be learnt by adapting 
all the points to maximize the likelihood of the training set. In 
order to get rid of the complicated calculations, in terms of 
dealing with several multiplications, in practice the log-
likelihood of the data points with respect to the generative 
model is used as the generative model: 

Consider the vector gradient of the log-likelihood with 
respect to the parameter vector: 

where  is the parameter vector, in this case it is the mean and 
variance. As each of the coordinates of the parameter vector is 
a vector itself, for each data point , is defined as its  
Fisher scores vector with respect to the generative model for 
the given set of parameters . The Fisher score gives an 
embedding into the feature space which is, in this case, the 
Fisher score space. The Fisher information matrix  is used to 
define a non-standard inner product in that feature space and, 
therefore, the Fisher kernel K:

The practical Fisher kernel is obtained by replacing the 
Fisher information matrix by the identity: 

In order to perform a visual inspection for segregation of 
one class from the other we use the summation over all the 
elements of the each coordinates of the Fisher scores vector, as 
proposed in [14] to have a two dimensional point representing 
each company. 

     

V. EXPERIMENT, RESULTS AND DISCUSSION

In a nutshell, our experiment procedure includes the 
following steps: 

Random generation of stock price time series 
using a certain instance of the Weibull probability 
distribution for each class of data 

Selection of the generative model and estimation 
of the associate parameters for each data point in 
the input space 

Calculation of Fisher scores for all data points 
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Plot of the Fisher scores and visual inspection 

By application of Fisher kernel and using the generative 
model it is possible to decrease the dimension of the data to be 
equal to the number of the generative model’s parameters. So 
for every company in each class of data there is a unique Fisher 
score vector that can be easily plotted. The Fisher scores for the 
randomly generated data are plotted in Figure 6. 

      Figure 6. Random generated stock prices with higher level of uncertainty  

Figure 6 reveals that although the generated data includes in 
itself a great deal uncertainty, it is still possible to visually 
recognize and separate the two classes of dead and active 
companies. In this way, given a time series of a new company 
in the same sector, it is possible to simply plot the Fisher score 
coordinates for this time series and visually inspect if it is close 
to area where the full circles are concentrated to judge the risk 
of possible collapse. The two areas (full circles and the x) are 
not perfectly separable; however, compared to the level of 
volatility that has been introduced through the heavy-tailed 
nature of the distribution, it is still possible to have an 
acceptable judgment of risk of collapse for a new data point. As 
the deviations from the mean in stock prices decrease, the 
Fisher scores of each class of data tend to take a more defined 
shape that resembles parabola. As these deviations decrease 
even further, it becomes possible to separate the two classes 
almost and, therefore, the accuracy of the results increases. 
Figure 7 illustrates the Fisher scores plot for a lower degree of 
uncertainty in stock prices. 

      Figure 7. Random generated stock prices with lower level of uncertainty 

VI. FUTURE WORKS

   As one of our goals in this research is to test the 
robustness of the proposed approach, we needed to keep a high 
level of uncertainty in the randomly generated stock prices and 
test the performance of the method in such conditions. As part 
of future work, there is need to look at ways to select a 
generative model which fits better with the nature of financial 
time series, superimpose the application of support vector 
machines over the visualization method explained above, and 
make use of the proposed method to estimate the parameters 
used in the inclination analysis [15]. 
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